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Nowadays, logic has covered more and more aspects of natural and social science,
from mathematics, physics and computer science to philosophy, cognitive science
and linguistics, and has found application in virtually all aspects of information
technology, from software engineering and hardware to programming and artificial
intelligence. Indeed, logic, artificial intelligence, cognitive science and theoretical
computing are influencing each other to the extent that a new interdisciplinary area
of logic and computation is emerging.

In recent years, Chinese scholars have made a great effort to promote logical
research and have achieved great success in the aspects of logic and computation,
mainly include classical and non-classical logic, algebraic logic, modal and temporal
logic, probabilistic logic, aggregation function and fuzzy implication, knowledge-
based systems and knowledge representation, automated reasoning and so on.

This special issue aims to provide an opportunity for Chinese researchers to
worldwide share their novel ideals, original research achievements, and practical
experiences in a broad range of logic and computation. Topics include, but are
certainly not limited to:
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—Non-classical logic and Non-monotonic logic

—Algebraic logic

—Temporal logic and Dynamic logic

—Probabilistic logic and Fuzzy logic

—Aggregation function and Fuzzy implication

—Logic programming and Logic-based approaches
—Approximation reasoning and Automated reasoning
—Soft Computing and Granular Computing
—Knowledge-based systems and Knowledge representation.

This special issues features five contributions from areas described above.

The first contribution “Algebraic study of substructural fuzzy epistemic logics”
by Yongwei Yang and Yijun Li, they generalize the notion of monadic residuated lat-
tices to that of pseudo monadic residuated lattices, which serve as algebraic models
of modal logic KD45(FLew and discuss the relationship between pseudo monadic
residuated lattices and other pseudo monadic algebraic structures, showing that it
is a natural generalization of pseudo monadic BL-algebras, Bi-modal Goédel algebras
and pseudo monadic algebras. They also provide a comprehensive characterization
of pseudo monadic residuated lattices by considering them as pairs of residuated
lattices (L, B), where B represents a special case of a relatively complete subalgebra
of L known as c-relatively complete.

The second contribution “Algebras of similarity monadic fuzzy predicate logic”
by Xuesong Fu, Xiaoyan Liu and Zhiqin Zhao, they introduce the notion of similarity
monadic MTL-algebras and give some representation of this algebras based on filters.
They also construct the logic of the variety of similarity monadic MTL-algebras and
prove the (chain) completeness of this logic.

The third contribution “Monadic operators on bounded L-algebras” by Lingling
Mao, Xiaolong Xin and Xiaoguang Li, they introduce the notion monadic bounded
L-algebras as L-algebras equipped with two monadic operators V and 3. They also
discuss the relation between monadic bounded L-algebras and monadic quantum B-
algebras and any other monadic algebras. These results are important to the further
algebraic study of related logic systems with monadic operators.

The forth contribution “Ideals on pseudo equality algebras” by Zhaoping Lu and
Xiaolong Xin, they introduce kinds of ideals on pseudo equality algebras, which are
possible algebraic semantics of higher fuzzy logic, and provide some characterizations
of them.

The fifth contribution “Some types of weak hyper filters in hyper BE-algebras”,
they introduce the notion of weak hyper filters in hyper BE-algebra and study in-
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cluding positive implicative weak hyper filters, implicative weak hyper filters and
obstinate weak hyper filters. The authors also discuss the relations between (pos-
itive) implicative weak hyper filters and weak hyper filters (obstinate weak hyper
filters and maximal weak hyper filters, positive implicative hyper filters) respectively.
They also give some equivalent characterizations of these weak hyper filters under
some certain conditions.

The editors are grateful to all the authors, and equally to the reviewers, for their
contribution. Special thanks go to Dov M. Gabbay and Jane Spurr for giving some
excellent suggestions for improving this special issue.
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ALGEBRAIC STUDY OF SUBSTRUCTURAL Fuzzy
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China
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Abstract

This paper generalizes the notion of monadic residuated lattices to that of
pseudo monadic residuated lattices. As monadic residuated lattices serve as
algebraic models of modal logic S5(FLey ), we propose pseudo monadic resid-
uated lattices as algebraic models of modal system KD45(FLey,). The main
contributions of this paper are as follows: 1) we discuss the relationship be-
tween pseudo monadic residuated lattices and other pseudo monadic algebraic
structures, showing that it is a natural generalization of pseudo monadic BL-
algebras, Bi-modal Godel algebras and pseudo monadic algebras; 2) We provide
a comprehensive characterization of pseudo monadic residuated lattices by con-
sidering them as pairs of residuated lattices (L, B), where B represents a special
case of a relatively complete subalgebra of L known as c-relatively complete.
Furthermore, we establish a necessary and sufficient condition for a subalgebra
to be c-relatively complete.

keyword: residuated lattice; epistemic logics, pseudo monadic residuated lat-
tices, relatively complete
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YANG AND L1

1 Introduction

Non-classical logic is more suitable for handling uncertain and fuzzy information
compared to classical logic. In the past several decade years, numerous fuzzy logical
algebras have been proposed as the semantic units for non-classical logic systems.
For example, MV-algebras were introduced in [1] by Chang as algebraic models of
the infinitely-valued logic of Lukasiewicz, while BL-algebras were introduced in [2]
by Héjek as algebraic semantics of basic fuzzy logic, a general framework in which
tautologies of continuous t-norm and their residua can be captured [3]. Inspired by
Héjek’s work, Esteva and Godo proposed a new formal deductive system monoidal
t-norm based logic in [4], and intended to cope with left-continuous t-norms and
their residua [5]. However, all the above mentioned algebras are the particular cases
of residuated lattices, which were introduced by Dilworth in [6] and stemmed from
attempts to generalize properties of the lattice of ideals of a ring, so residuated lat-
tices are very basic and important algebraic structures. The study of filter theory
is crucial in investigating the subdirect representation theorem of fuzzy logical alge-
bras and establishing the completeness of their corresponding logical systems. From
a logical perspective, various filters naturally interpret as sets of provable formulas.
Recent studies on residuated lattices have explored different types of filters [7].

Epistemic logics have been proposed to provide explicit insights into knowledge
and belief [8]. However, human practical reasoning demands more than what tra-
ditional classical epistemic logic can offer. Classically, the truth of a statement ¢
with respect to a state of knowledge K is determined if every model of K is also
model of g. But nothing can be said about its truth value if only the most possible
models of K are also models of ¢q. The situation becomes even more complex when
we need to acknowledge that the statement ¢ can have an intermediate truth value
different from true. The typical semantics for fuzzy epistemic logic is Kripke-style
semantics. To address this, Hajek proposed a fuzzy possibilistic semantics for a
system of epistemic logic. Unfortunately, finding an axiomatization of the underly-
ing possibilistic logic of BL based on this semantics is not straightforward because
both K and C axioms are not valid (i.e., distributivity of necessity over — and x,
respectively). To overcome this problem, Busaniche et al. approached it in a novel
way by proposing a possible algebraic semantics, which is obtained by extending
BL-algebras (the algebraic models of basic logic) with two operators that model
necessity and possibility.

So far, the only many-valued extensions of minimal logics axiomatized in the
literature are the ones corresponding either to a finite Heyting algebra ([9, 10]), or
to the standard (infinite) Godel algebra [11] or to a finite residuated algebra [12]
(in particular finite Lukasiewicz linearly ordered algebras). In the present paper,
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we aim to provide an algebraic study of a generalization of fuzzy epistemic logic,
namely substructural fuzzy epistemic logic.

The rest of the paper is structured as follows: in order to make the paper as
self-contained as possible, in Section 2, we provide a recapitulation of the funda-
mental concepts related to substructural fuzzy logics and their algebraic semantics,
which will be used in this paper. In Section 3, we introduce the notion of sub-
structural fuzzy epistemic logic KD45(FLey ) and its algebraic semantics pseudo
monadic residuated lattices. In Section 4, we demonstrate that pseudo monadic
residuated lattices generalize three well studied classes of algebras, including pseudo
moandic BL-algebras, Bi-modal Gédel algebras and pseudo monadic algebras. Sec-
tion 5 presents some construction methods of pseudo monadic residuated lattices.
In Section 6, we conclude the paper with final considerations, discuss future work,
and highlight potential further applications.

2 Preliminaries

In this section, we will provide a summary of some results regarding the sub-
structural logic FLew, which refers to the full Lambek calculus with exchange and
weakening, as well as its algebraic semantics, namely, residuated lattices. These
concepts will be utilized in the context of this paper.

Definition 2.1. [2/ FLey, consists of the following azioms and rules:
(1) (=) = ((B=17) = (a=1)),

10) 0 = a and a = 1.
The only rule of FLew is modus ponens:

a,a=f3
5

Other connectives in FLew can be defined as follows:

—a=a =0,
aef=(a=0)N(BE=a).
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YANG AND L1

Definition 2.2. [5] Considering the following aziomatic extensions of FLew:
-Intutitionistic logic IL is FLeyw plus the axiom

(IDE) o= (aka).
-Monoidal t-norm based logic MTL is FLeyw plus the axiom
(PRE) (a=p)U(B= a).
-Basic fuzzy logic BL is MTL plus the axziom
(DIV) (am8) = (a&(a = B)).
-Gddel logic G is BL plus the axiom (IDE).

-Classical logic B is FLew plus the axiom
(MID) -aUa.

All of the mentioned logics are algebraizable, meaning that they are strongly
complete with respect to their corresponding classes of algebras. Specifically, FLew
is complete with respect to the variety RIL of residuated lattices, MTL is complete
with respect to the variety of MITLL of MTL-algebras, which are equivalent to the
variety of pre-linear residuated lattices, IL is complete with respect to the variety
of HA of Heyting algebras, which are equivalent to idempotent residuated lattices,
and BL is complete with respect to the variety of BIL of BL-algebras, which are
equivalent to divisibility MTL-algebras [4].

Definition 2.3. [6] A residuated lattice is an algebra (L,A,V,*,—,0,1) of type
(2,2,2,2,0,0) such that (L, *,1) is a commutative monoid, (L, N,V,0,1) is a bounded
lattice and the following residuation condition holds:

rxy < zifand only if xt <y — 2,

where < is the order given by the lattice structure.

3 Algebralization of substructural fuzzy epistemic log-
ics

Inspired by Héjek’s fuzzy epistemic logic KD45(BL) [15], we extend the lan-
guage of substructural fuzzy logics FLew by introducing two logical connectives [
and ¢. This extension is referred to as substructural fuzzy epistemic logic, denoted as
KD45(FLew). Moreover, we show that pseudo monadic residuated lattices serve as
algebraic models of KD45(FLey,) and discuss some of their fundamental algebraic
properties.
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ALGEBRAIC STUDY OF SUBSTRUCTURAL Fuzzy EPISTEMIC LOGICS

Definition 3.1. KD45(FLey ) consists of all axiom schemes of FLew and the fol-
lowing axioms and rules:
(KD1) O,
(KD2) =00,
(KD3) Oa = Qa,
(KD4) O(a = 0p) = 0a = 0g,
(KD5) O(0a = B) = HDa = 0p
(KD6) ¢a = Oda,
(KD7) O(an p) =0an0p,
(KDS8) O(alUB) = Qall Op,
(KD9) O(a&dp) = 0a&dp,
(KD10) ¢(Qa = 0p) = Oa = Of,
(KD11) 0(Qan{p) = 0anops.

Remark 3.2. [t is worth noting that the usual semantics of fuzzy epistemic logic is
a Kripke-style semantics. This is why in Hdjek’s famous book a fuzzy possibilistic
semantics for a system of fuzzy epistemic logic is proposed. Unfortunately, it is not
immediately evident how to derive an axiomatization of the underlying substructural
fuzzy epistemic logic from this semantics, since both the axioms

(K) O(a=p)=0a=0pg,
(C) Oa&OB = O(a&f),

are not valid. Therefore, we attack the problem in a novel way by introducing a
possible algebraic semantics. This is achieved by extending residuated lattices (which
is the most representative algebraic model of substructural fuzzy logic)) by two unary
operators that model necessity and possibility.

In order to demonstrate that KD45(F Ley ) is algebralize, we will utilize a general
result derived from Abstract Algebraic Logicand start by showing that the logic is
an implicative logic in the sense of Rasiowa. An implicative logic is a logic in which
a connective = exists in the logical language that satisfies the following conditions:

(R)Fa=a,

(MP) o, = B+ 3,

(T) a=p6,8=vFa=7,

(COHg) o= 675 =at 6(717"' y Vi O v 7771,) = C(’Yl,' o 77i7ﬁ7"' ?’YTL))

(W)akrFg=a.

Most of these axioms hold trivially for KD45(FLey ) as they do for FLeyw. Now, the
consequential general result that can be applied is that KD45(FLey ) is algebraize
and complete with respect to the variety of algebras known as pseudo monadic
residuated lattices.
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YANG AND L1

Definition 3.3. An algebra (L, A\,V,*,—,0,0,0,1) of type (2,2,2,2,1,1,0,0) is
called a pseudo monadic residuated lattice if (L, \,V,*,—,0,1) is a residuated lattice
that also satisfies:

(P1) 01 =1,

(P2) 00 = 0,

(P3) Oa — Qa =1,

(P4) O(a — 0Ob) = Qa — Ob,

(P5) O(a — b) = Oa — Ob

(P6) Oa — O0a =1,

(P7) O(a A b) = Oa A Ob,

(P8) O(aVb) =0aV Ob,

(P9) O(a* Ob) = Qa * Ob,

(P10) O(Oa — Ob) = Qa — Ob,

(P11) O(Oa A Ob) = Ga A Ob.

Pseudo monadic residuated lattices form a variety denoted by PRL. To simplify
notation, if L is a residuated lattice and we enrich it with a pseudomonadic structure,
we denote the resulting algebra as (L,[0,0). It is evident that for each proper
subvariety V of residuated lattices, the algebras in PRL whose RL-reducts are in V
form a proper subvariety PV of PBL. These algebras will be called pseudomonadic
V-algebras.

In their work [13], Rachinek and Salounova introduced the monadic residuated
lattice as a structure (L,V, 3) satisfying the following identities:

(M1) Va = a =1,

M3) V(a Vv 3b) = Ya V 3b,
M4) AVa = a,

5
M6) 3(Ja * 3b) = Ja * 3b,

(M2)
(M3)
(M4)
(M5) 3(a x a) = Ja * Ja,
(M6)
(MT7)
(M3)

(M9) Wa = Va,
for any a,b € L.
Moreover, we give an equivalent axioms of monadic residuated lattices.

Theorem 3.4. Let L be a residuated lattice, ¥V and 3 are two maps on L. Then
(L,V,3) is a monadic residuated lattice iff it satisfies the following conditions:
(M1)Va —a=1,
(M3) Y(aV 3b) = Va Vv Ib
(M5) 3(a *a) = Ja * Ja,
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(M10) ¥(Va — b) = Va — Vb,
(M11) ¥(a — Vb) = 3a — Vb.

It is important to note that the variety of monadic residuated lattices is the
equivalent algebraic semantics of the monadic fragment of substructural predicate
fuzzy logic, which is in turn equivalent to the fuzzy modal logic S5(RL). It can
be observed that every monadic residuated lattice is an pseudo monadic residuated
lattice if taking Vv = [, 3 = {. Therefore, the variety MIRLL of monadic residuated
lattices is a subvariety of PRL. However, equations (M1), (M3) and (M5) are not
valid in any pseudo monadic residuated lattice.

Example 3.5. [14] Let L be the four-element MV-algebra over the universal L =

{0, %, %, 1} and the algebra (L,0,0), where O and & are given by

It is easy to verified that (L,0,Q) satisfies the set of axioms of pseudo monadic
residuated lattice, but the axiom (M1) is not valid for a = %, since

2 _ 2
Example 3.6. Let L = {0,a,b,c,d, 1}, where 0 < a,b; a < ¢,d; b < ¢; ¢,d < 1.
Defining operations — and * as follows:

=10 a b ¢ d 1 *10 a b ¢ d 1
Of1 1 1 1 1 1 0j0 0 0O OO0 O
alc 1 ¢ 1 1 1 al0 0 0 0 0 a
b |d d 1 1 d 1 b0 0 b b 0 b
cla d ¢ 1 d 1 c|l0 0 b b a c
d|b ¢ b ¢ 1 1 d|{0 0 0 a d d
110 a b ¢ d 1 110 a b ¢ d 1

Then (L,A,V,*,—,0,1) is a residuated lattice. Now, we define O and ¢ as
follows:

1, =1, 1, =1,
O — b, ==b,c, O — b, xz=b,

d, ==d, d, T =a,d,

07 07 a7 O, xr = 0
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It is easily to checked that (L,0, Q) is a pseudo monadic residuated lattice. However,
it does not satisfy axiom (M5), since

Olaxa) =00=0+#d= Qax* Qa.
Then we study some properties of pseudomonadic residuated lattice (L,, Q).

Proposition 3.7. Let (L,[0,0) be a pseudo monadic residuated lattice. Then we
have: for any a,b € L,

(P12) 00 =0,

(P13) 01 =1,

(P14) O0a = O,

(P15) O0a = Ua,

(P16) OOa = Qa,

(P17) O0a = Qa,

(P18) O(Oa Vv Ob) = Qa V Ob,

(P19) O(Oa * Ob) = Qa x Ob,

(P20) O(0a — b) = $a — b,

(P21) O-a = =Qa,

(P22) O(0a — a) =1,

(P23) O(a — Oa) =1,

(P24) If a - b=1, then OJa — Ob =1,

(P25) If a — b =1, then Qa — Ob = 1.

Proof. (P12) We can derive from (P2) and (P3) the inequality 00 < 00 = 0, which
implies 1JO = 0.

(P13) From (P1) and (P3), we have 1 = 01 < {1, therefore {1 = 1.

(P14) By applying (P3), we can deduce Oda — OUa = 1, ie., O0a < Q0.
Moreover, using (P1) and (P4), we have

1 =0(0a — Oa) = OUa — a,

that is O0a < Oa. This leads to O0a < Oa.
On the other hand, by (P1) and (P5), we have

1 =0(0a — Oa) = Ja — O0a,

which implies Ua < OOa, and consequently, (1Ca = a.
(P15) It is immediate from the previous proof (P14).
(P16) From (P9), we get

00a = O(1 x Ga) = 01 x Qa = Qa,
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that is, 0Oa = Qa.
(P17) Using (P6), we have ¢a < O0a. For the other direction, considering (P3)
and (P16), we have

O0a < O0Oa = Oa.

Hence O00a = {a.
(P18) This is a direct consequence of (P8) and (P16).
(P19) It is an immediate consequence of (P9) and (P16).
(P20) By applying (P17) and (P5), we get

O(0a — b) =0(00a — b) = OCa — Ob = Qa — Ob.
(P21) By combining (P12) and (P4), we obtain
O-a =0(a — 0) = O(a — 00) = $a — 00 = Qa — 0 = =0a.

(P22) Taking into account (P5), we have O(0a — a) = Oa — Oa = 1.
(P23) From (P17) and (P4), we have

O(a — ¢a) = O(a — O0a) = a — OCa = ¢a — Qa =1,

that is, O(a — Oa) = 1.
(P24) It is an immediate consequence of (P7).
(P25) It is an immediate consequence of (P8). O

Proposition 3.8. Let (L,[0,0) be a pseudo monadic residuated lattice. Then OL =
QL, and QL is a subalgebra of L.

Proof. By using (P15) and (P17), we can conclude that
OL={0a:a€L}={0a:aec L} =0_L.

On the other hand, from (P2), (P13), (P16), (P18), (P19), (P10) and (P11), we
obtain that QL is a subalgebra of L. O

Remark 3.9. It is noted that (P14) and (P16) imply that O and O are idempo-
tent operations, which means they are equal when restricted to the subalgebra QL.
Furthermore, (P24) and (P25) demonstrate that both operators are monotonic.

A nonempty subset F' of a residuated lattice L is called a filter if it satisfies: (1)
1€ F;(2)ac Fanda — be Fimply b€ F. A filter F of L is called a proper filter
if F'# L. Every filter F of a residuated lattice L determines a congruence = given
by

a=rpbifandonly ifa b€ Fandb—ac F.
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Moreover, the map F +—=p is an order isomorphism between the lattice of filters of
a residuated lattice L and the lattice of congruences of L. Now we will generalize
the notion of filters for our new structures.

Definition 3.10. A subset F' of a pseudo monadic residuated lattice (L,0,0) is a
pseudo monadic filter if F is a filter and if a — b € F, then Ua — Ob € F and
Qa — Obe F.

Theorem 3.11. Let F be a pseudo monadic filter of a pseudo monadic residuated
lattice (L,03,0). Then, the binary relation =r on L defined by a = b if and only
ifa—be€ F and b — a € F is a congruence relation. Moreover, F = {a € L :
a =p 1}. Conversely, if = is a congruence on L, then F= = {a € L:a =1} is a
pseudo monadic filter, and a = b if and only ifa — b =1 and b — a = 1. Therefore,
the correspondence F' —=p is a bijection from the set of pseudo monadic filters of
(L,0,0) onto the set of congruences on (L,, ).

Proof. The fact that the congruence =r of a residuated lattice L is also a congruence
of the pseudo monadic residuated lattice (L,, ) follows immediately from the
definition of pseudo monadic filters. We will check that ' = {a € L : a = 1}. In
detail, a = 1=1¢€ Fand if a € F, since a =1 — a, we have 1 — a € F. Hence,
a =r 1. On the other hand, if we consider a € {a € L : a = 1}, it is immediate
that a =1 —a € F. O

4 Subvarieties of pseudo monadic residuated lattices

In this section, we will see that pseudo monadic residuated lattices generalize
three well studied classes of algebras. In particular, the subclass that we are in-
terested in is the algebraic counterpart of modal fuzzy logic KD45. First, given a
pseudo monadic residuated lattice (L,, ¢), we will show that

(1) if the reduct L is a BL-algebra, then the algebra (L, , ¢) is a pseudo monadic
BL-algebra,

(2) if the reduct L is a Godel algebra, then the algebra (L,, ¢) is a Bi-modal
Godel algebra,

(3) if the reduct L is a Boolean algebra, then the algebra (L,{) is a pseudo
monadic algebra.

In [15], the authors introduced the class of pseudo monadic BL-algebras that
they serve as algebraic models of Hajek’s fuzzy modal logic.

Definition 4.1. [15] An algebra (L, A, V,*,—,,0,0,1) of type (2,2,2,2,1,1,0,0)
is called a pseudo monadic BL-algebra if (L,A\,V,*,—, 0,1) is a BL-algebra that
satisfies:
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(PBL1) 01 = 1,

(PBL2) 00 =0,

(PBL3) Oa — Qa =1,

(PBL4) O(a — 0Ob) = Oa — O,
(PBL5) O(0a — b) = Ca — Ob,
(PBL6) Oa — 00a = 1,
(PBL7) O(a v b) = Oa v Ob,
(PBL8) O(a A b) = Oa A b
(PBL9) O(a * Ob) = Qa * Ob.

The class of pseudo monadic BL-algebras forms a variety which is denoted by
PBL.

Theorem 4.2. Let L be a BL-algebra. Then (L,00,0) is a pseudo monadic BL-
algebra iff (L,3,0) is a pseudo monadic residuated lattice.

Proof. Assume first that (L,, Q) is a pseudo monadic residuated lattice, we recall
that since L is a BL-algebra, it satisfies the conditions:

(DIV)  aAb=ax(a—Db),
(PRE) (a—b)V(b—a)=1

(P11) By (P3) and (P20), we have that
Oa — Ob = Qa — O0b =0(0a — 0b) < O(Oa — Ob),

which implies ¢a — 0b < {(Oa — Ob). Moreover, by applying (P17),(P4) and(P1),
we can deduce

O(0a A Qb) = Qb= O(0a A Ob) — DO
(Oa A Qb) — OOb)

= 0(
=0((0a A Ob)) = O

=01

= 1’
and consequently, ¢(Qa A Ob) < Ob. By the condition (DIV) and (P9), we have

O(Qa* (Oa — Qb)) < Ob, O(Oa — Ob) * Ga < O,
further by residuation,
O(0a — Ob) < Ga — Ob.
(P12) By the condition (DIV), we have
0(0a A Ob) = 0(0a * (Oa — Ob)).
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Then by (P11), the right side of the last identity is equivalent to

O(0a * O(Oa — Ob)),
further by (P19), which is equivalent to

Qa x O(Qa — Ob) = Qa x (Oa — Ob) = Qa A Ob.

Then follows from Definition 4.1 that (L,, {) is a pseudo monadic BL-algebra.
Conversely is trivial. O

Bezhanishvili introduced the class of pseudo monadic algebras as natural gener-
alizations of monadic algebras and showed that they serves as algebraic version of
KD45 over classical logic [16].

Definition 4.3. [16] An algebra (L, ) is said to be a pseudo monadic algebra if L is
a Boolean algebra and { is a unary operator on L satisfying the following identities:
(PB1) ¢0 =0,
(PB2) ¢(aVb)=0aV Ob,
(PB3) ¢O(0a Ab) = Qa A Ob,
(PB4) =0a < O—a,
for any a,b € L.

The class of pseudo monadic algebras forms a variety denoted byPMA, which is
a proper extension of the variety of monadic algebras. In this case, we use [] as an
abbreviation of the operator ={— since they are dual.

Theorem 4.4. Let L be a Boolean algebra. Then (L,00,0) is a pseudo monadic
residuated lattice if and only if (L,{) is a pseudo monadic algebra.

Proof. Notice that Busaniche et al. have proven that if L is a Boolean algebra, then
(L,0,0) is a pseudo monadic BL-algebra iff (L, ) is a pseudo monadic algebra.
Further by Theorem 4.2, the result of this theorem can be proved. O

Godel algebras can be characterized as the subvariety of residuated lattices de-
termined by the equation

axa=a, aAb=ax(a—Db).

Caicedo and Rodriguez showed that the set of valid formulas in the subclass of serial,
transitive and Euclidean GK-frames (Godel Kripke frames)can be axiomatized by
adding some additional axioms and a rule to those of Godel fuzzy logic G. The logic
obtained is denoted KD45(G) and has the variety of Bimodal Godel algebras as its
algebraic semantics. Notice that Busaniche et al. proved that the class of pseudo
monadic Godel algebras and the Bimodal Godel algebras coincide [11].
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Definition 4.5. [11] An algebra (L,A,V,—,0,0,0,1) of type (2,2,2,1,1,0,0) is
called a pseudo monadic Gadel algebra if (L,A,V,—,0,1) is a Gédel algebra that
satisfies the following conditions:

(PG1) O(a*b) = Oa = Ob,

(PG2) O1 =1,

(PG3) Ga — 0Ob < O(a — b),

(PG4) ¢(a Vv b) =0aV Ob,

(PG5) 00 =0,

(PG6) O(a — b) <Oa — Ob,

(PG7) Oa < Qa,

(PG8) Oa < 0O0a, ¢Oa < O0a,

(PG9) Qa <O0a, OUa < Ha.

Theorem 4.6. Let L be a Gdidel algebra. Then (L,0,0) is a pseudo monadic
residuated lattice if and only if (L,Q) is a pseudo monadic Godel algebra.

Proof. The results can be directly proved by Theorem 4.2 and Theorem 6 in [15]. [

5 Constructions of pseudo monadic residuated lattices

In this section, we offer a characterization of pseudomonadic residuated lattices as
pairs of residuated lattices (L, B), where B is a special case of a relatively complete
subalgebra of L called c-relatively complete, and give a necessary and sufficient
condition for a subalgebra to be c-relatively complete. This results will become
important to establish a connection with possibilistic RL-frames, which is similar to
possibilistic BL-frames in [15].

Definition 5.1. Let (L,0,0) be a pseudo monadic residuated lattice, if the set
{aeL:0a=1}C L
has a least element c, then ¢ will be called a focal element of L.

Example 5.2. Let (L,0,0) be a pseudo monadic residuated lattice in Example 3.5.
Then

min{a € L|Da =1} =15 L,
which implies that the focal element exists and it is 1.

Remark 5.3. In fact, if (L,3,0) is a pseudo monadic residuated lattice and L
is finite, the focal element exists. However, this is not the case for every pseudo

monadic residuated lattice, as demonstrated by the following example. Let L be the
standard MV-algebra with the operators J and { defined by
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1, z=(0,1],

Ox = Qx =
{0, z =0.

Then resultant structure is a pseudo monadic residuated lattice such that the set
{a € L|Oa =1} = (0,1]
has no least element.

Proposition 5.4. Let ¢ be a focal element of a pseudo monadic residuated lattice
(L,0,0). Then c satisfies

¢ =min{(Oa — a) A (a = Qa),a € L}. (C1)
Proof. Let x be a element of the form
z=(a = a) A (a — Qa)
for some a € L. Then it follows from (P5) and (P6) that
Oz = 0((0a — a) A (a — Qa))
=0(0a — a) AO(a — Oa)

= (HOa — Oa) A (Oa — Qa)
=1,

which implies z € {z € L : Oz = 1}. Hence by the definition of the focal element,
we have ¢ < x. On the other hand, since Oc = Qc = 1, we can take
c¢c=(0c—c) A (c— Oc).

Therefore, c is the least element of (Ha — a) A (a — Qa). O

Definition 5.5. A pseudo monadic residuated lattice (L,, ) with focal element ¢
will be called a c-pseudo monadic residuated lattice.

Example 5.6. Let (L,0,0) be a pseudo monadic residuated lattice such that L is
finite. Then (L,00,0) is a c-pseudo monadic residuated lattice. For example, pseudo
monadic residuated lattices in Examples 3.5 and 3.6 are c-pseudo monadic residuated
lattices.

Regarding the class of c-pseudo monadic residuated lattices, the focal element
plays an important role, since it allows us to recover the unary operators [ and ¢,
as shown in the following theorem.
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Theorem 5.7. Let L be a c-pseudo monadic residuated lattice and B be the subal-
gebra given by Proposition 3.8. Then

Oa =max{be B:b<c— a},
Oa=min{b € B:cxa < b}.
Proof. Since B =L = QL and c satisfies the condition (C1), we get
c<(da—a)A(a— Qa)<0Oa—a

for all @ € L. By residuation, Ua < ¢ — a. Now we assume that there is b € B such
that b < ¢ — a. Then there exists x € L such that b = Uz, and so Uz < ¢ — a, or
equivalently, ¢ < Oz — a. By (P13), we have

e < Oz — Oa.

Since Oc = 1, it follows that b = Ox < Oa. Therefore, Oa = max{b€ B:b<c¢ —

a}.

Arguing as above,
c<(0a—a)A(a— Qa)<a— Qa

for all a € L. Thus ¢ * a < Qa. Suppose there exists b € B such that ¢ * a < b with
b = Qy for some y € L. By residuation, ¢ < a — {y. By (P13) and (P6), we obtain
Oe < Qa — Oy, and then

Ca<Uec—=Qy=1—=0y=90y =0

We can conclude that §a = min{b € B : c¢xa < b}. O

According to Proposition 3.8, if (L,, ) is a pseudo monadic residuated lattice,
then 0L = [JL is a subalgebra of L. We are going to show under which conditions
a pseudo monadic residuated lattice can be defined from a residuated lattic L and
one of its subalgebras B.

Definition 5.8. Let L be a residuated lattice, B be a subalgebra of L and ¢ € L.
Then the pair (B,c) is a c-relative complete subalgebra, if the following conditions
hold:

(el) For any a € L, the subset

{beB:b<c—a}
has a greatest element, and the subset

{beB:cx*xa<b}
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has a least element.

(e2) {a€e L:c? <a}nB={1}.

Theorem 5.9. Let L be a residuated lattice and (B,c) be a c-relative complete
subalgebra. If we define the operations on L:

Oa =max{be B:b<c— a}, (O1)
Oa =min{b € B:cxa < b}. (01)

Then (L,$,0) is a c-pseudo monadic residuated lattice such that OL = QL = B.
Conversely, if L is a c-pseudo monadic residuated lattice, then (L, c) is a c-relative
complete subalgebra of L.

Proof. Clearly condition (el) guarantees the existence of (a and ¢a for every a € L.
It remains to show that (L,, {) satisfies Definition 3.1. Let a,b € L,
(P1) Because B is a subalgebra, so it is clear that

Ol =max{be B:b<c— 1} =1,

that is, O1 = 1.
(P2) Similarly, we can get

00 =min{be B:c*0<b} =0,

that is, 00 = 0.

(P3) By definition, we have (a < ¢ — a. Then, ¢* Oa < a and ¢ * a < ¢ * a.
Since ¢ *x a < Qa, we can get 2« Oa < Oa. By residuation, 2 < Oa — Oa. Besides,
from (01) and (e2), we have ¢c = 1 and

Oc=min{b € B:c* <b} =1.
Since La — Qa € B, hence
1=30c <Oa— Oa.

That is, Ua — Qa = 1.
(P4) On the one hand, from a * ¢ < Qa, we can get

Oa—0Ob< (axc)—0Ob=c— (a— 0Ob).
Since Oa — Qa € B, we obtain
Oa — Ob < O(a — Ob).
On the other hand, we know that
O(a — 0b) < c— (a — 0Ob) = (a*c) — Ob.
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Hence, by residuation,

ax*c<O(a— 0Ob) — Ob.
Taking into account ({1), we have

Oa < O(a — Ob) — Ob,

so O(a — 0b) < $a — Ob.
(P5) By definition,

O a —b) <c¢— (Oa—b) =0a — (¢ = b),
that is, J(0Oa — b) * Oa < ¢ — b. Taking into account ([J1), we obtain
0(0a — b) < Oa — Ob.
Moreover, [1b < ¢ — b implies
Oa—0b<0Oa— (c—b) =c— (Ha—b),

from where, by definition of O(Ca — b), we get Ja — 0b < O(0a — b).

(P6) We know that ¢a < ¢ — Qa and Qa € B. Therefore, ¢a < OOa, that is
Oa — OOa = 1.

(P7) Note that

O(aAb) <c—(anb)=(c—a)A(c—D).

Then O(aAb) < ¢ — a =0a and O(aAb) < ¢ — b= 0b. Hence O(aAb) < OaADb.
On the other hand, Oa A b < Ua < ¢ — a and Oa A b < b < ¢ — b. Thus,

OaAOb<(c—=a)A(c—b)=c— (aNDb).

Since d(a A b) = max{a € B:a <c— (aAb)}, we obtain Oa A b < (a A D).
(P8) The proof is analogous to the (P7).
(P9) By definition ¢ * (a * 0b) < O(a * Ob), then by residuation,

cxa < Ob— O(ax* Ob).

So 0a < Qb — O(a x Ob), or equivalently Qa x Ob < O(a * Ob). Since a x ¢ < Qa, we
have

(axc)* Qb < Qax Ob.

Therefore, O(a x Ob) < Qa x Ob.
(P10) Since ¢ * (¢a — Ob) < O(Oa — Ob). Then by residuation, we have

Oa — Ob < ¢ — O(Oa — Ob).
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According to ((J1), we can get Qa — Ob < OO(Oa — Ob). Hence ¢a — Ob <
O(Oa — Ob). On the other hand, we have

O(0a — 0b) < ¢ — (Oa — Ob).

So O(O0a — Ob) < ¢ — (Oa — Ob), or equivalently, O0a — 0b < ¢ — (Oa — Ob).
Hence

Oa — Ob < ¢ — (Qa — Ob).
By residuation, we have
cx (0a — Ob) < Qa — Ob.

Therefore, O(0a — Ob) < Qa — Ob.
(P11) Since ¢ * (Oa A Ob) < O(Oa A Ob), by residuation, we can get

Qa N Ob < c— O(Qa N Ob).
Then Qa A Ob < O0(Oa A Ob), that is, a A Ob < O(Oa A Ob). Moreover,
cx (QOa A Ob) < Qa A Ob.

So O(Qa A Ob) = Qa A Ob.

Thus,(L,, ) is a pseudo monadic residuated lattice.

We verify that c is the focal element of (L, 1, ¢). To that aim, let a be an element
of {a € L : Oa = 1}. Then, from (1), we get 1 = Ua < ¢ — a and ¢ < a. Besides,

<Oc=max{be B:b<c¢—c} =1,

and so ¢ = min{a € L : Oa = 1}.

Now let us see that JL = 0L = B. By the previous and Theorem 3.4, the first
equality is satisfied. On the other hand, it is clear that 0L C B. Furthermore, for
allb € B, cxb < b, whereby Ob < b. Besides ¢?+b < cxb < Ob. Then by residuation,
¢ < b— Ob, but b,0b € B and B is subalgebra, it follows that b — Ob € B and is
greater than ¢?. Thus, 1 = Oc < b — Ob. Consequently, b < Ob, and hence B C (L.

Conversely, let (L,, ) be a c-pseudomonadic residuated lattice. From Theorem
3.4, we know that QL is a subalgebra of L. Let us now show that conditions (el)
and (e2) hold.

(el) By Theorem 4.4, Oa = max{b € OL : b < ¢ — a} and Q¢a = min{b € OL :
cxa < b}

(e2) {a € L:c? <a}yNOL = {a € OL : ¢ < a}. By Theorem 4.5, the set
{a € OL : ¢® < a} has a least element and is {c, andso {a € OL : ¢ < a} = {1}. O
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6 Conclusions

The motivation behind our paper is to present an algebraic characterization of
a fuzzy epistemic logic system that extends the classical KID45, and it is based on
substructural fuzzy epistemic logics. To achieve this goal, we have introduced pseudo
monadic residuated lattices, as residuated lattices with two unary operators that
behave generalizing the modal operators of KID45. We have studied some of their
logical and algebraic properties, and we have shown their relationship with monadic
residuated lattices, which turn to be the algebraic counterpart of the fuzzy version of
S5. The results of Section 4 suggest that our definition of pseudo monadic residuated
lattices is on firm ground: We have shown that pseudo monadic residuated lattices
whose RL-reduct are Boolean algebras coincide with the algebraic correspondent
of classical KD45 (Pseudomonadic algebras) and that the ones whose RL-reduct
is a Godel algebra are equivalent to serial transitive and FEuclidean Bimodal Gédel
algebras, the algebraic correspondent to the Godel generalization of KD45. To
close the ideas of the paper, after investigating c-pseudo monadic residuated lattices
and complex pseudo monadic residuated lattices, we give a construction of c-pseudo
monadic residuated lattices.
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1 Introduction

It is well-known that certain information processing approaches, especially in-
ferences based on certain information, are based on the classical logic. Naturally, it
is necessary to establish some rational logic systems as a logical foundation for un-
certain information processing. For this reason, kinds of non-classical logic systems
have been proposed and researched [6, 19, 11]. As semantic systems for non-classical
logic systems, various logical algebras have been introduced and investigated, such
as Hajek [19] presented a logic intended to be the basic fuzzy logic BL and gave an
algebraic semantics for them introducing the variety of BL-algebras. Indeed, BL is a
general framework of fuzzy logic for capturing the tautologies of continuous t-norm
and their residua. However, it is proved that the sufficient and necessary condition
for a t-norm to have a residuated implication is the left-continuity, hence it makes
sense to consider fuzzy logics based not on continuous t-norm but on left contin-
uous t-norms. Based on the above consideration, Esteva and Godo [11] proposed
a new logic, called monoidal t-norm-based logic MTL, as the basic fuzzy logic in
this more general sense, and gave an algebraic semantics for MTL introducing the
variety of MTL-algebras. Afterwards, Jenei and Montagna [23] proved that MTL is
indeed the logic of all left-continuous t-norms and their residua. Thus MTL-algebras
are the most fundamental residuated structures contain all algebras induced by left
continuous t-norms and their residua.

Monadic Boolean algebra (L, 3), in the sense of Halmos [21], is a Boolean algebra
equipped with a closure operator d, which abstracts algebraic properties of the
standard existential quantifier "for some". The name "monadic' comes from the
connection with predicate logics for languages having one placed predicates and
a single quantifier. After that, monadic MV-algebras, the algebraic counterpart
of monadic Eukasiewicz logic, were introduced and studied in [28, 25]. Monadic
BL-algebras, monadic residuated lattices, monadic residuated ¢-monoids, monadic
bounded hoops, monadic NM-algebras, monadic pseudo BCI-algebras and monadic
pseudo equality algebras were introduced and investigated in [4, 8, 18, 26, 27, 32,
33, 42, 41, 17]. As for this topic, Wang recently has made some very interesting
and meaningful explorations on the representations of monadic algebras and the
completeness of their corresponding logics in [34, 35, 36, 37, 38, 39, 40]. And in
particular, He has used the Kalman functor to relate the category of weak monadic
residuated distributive lattices and the category of monadic c-differential residuated
distributive lattices in [37], providing a new algebraic proof of completeness for
monadic fuzzy predicate logic MMTLY in [38], studying some deeper algebraic
results of monadic BL-algebras in [34, 35, 36] and creatively study the algebraic
semantics of similarity in monadic substructural predicate logics in [39].
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The concept of similarity was introduced by Zadeh [43] to extend to the fuzzy
framework the notion of equivalence relations. Since then similarity has been used
for a wide range of applications, for example, in clustering, fuzzy control, fuzzy logic
programming and in all the contexts in which there is the necessity of reasoning by
analogy [10, 12, 22, 24]. Similarity on t-norm based fuzzy logic was introduced by
Castro [5] with the intent of measuring the similarity degree of each couple of truth
of propositions in fuzzy systems, which is a generalization of equivalence on classical
logic. Considering that random experiments may also follow the rules of other fuzzy
systems, the notion of similarity has been extended to various logic systems such as
predicate BL [19], Lukasiewicz [30] and their non-commutative cases [13]. Although
these way can be expanded the scope of similarity, they both have as codomain the
closed unit interval [0,1]. However, fuzzy logical algebras with similarities are not
Universal Algebra and hence they do not automatically induce an assertional logic.
To present a unified approach to similarity and introduce in the many valued context
a deduction apparatus able to reason by analogy in a logical and algebraic setting, a
new approach to similarities on MV-algebras was introduced by Gerla and Leustean
[16], where they added a binary operation S to the language of MV-algebras as
a similarity satisfying some basic properties of similarity. The resulting algebras
structures were so-called similarity MV-algebras. This approach generalizes the
similarity, as a function on the algebra taking values in the interval [0,1] with the
addition property, as well as Hajek’s approach to fuzzy logic with very true in [20].
Moreover, Gerla and Leugtean presented an algebraizable logic, and its equivalent
algebraic semantics is precisely the variety of similarity MV-algebras, and proved the
completeness of them. Recently, Wang introduced in [35] similarity MTL-algebras,
which provide a more general algebraic foundation for the similarity degree of each
couple of truth degrees of propositions in MTL, and gave some characterizations of
representable similarity MTL-algebras.

In this paper, we will extend similarity to monadic MTL-algebras for providing
a more general algebraic foundation for the similarity degree of each couple of truth
degrees of predicate variables in monadic monoidal t-norm based predicate logic.
The main focus of existing research about similarity is on MV-algebras [16], DH-
algebras [1], Lukasiewicz-Moisil algebras [7] and MTL-algebras [35]. All the above
mentioned algebraic structures are the algebraic semantics of t-norm based on fuzzy
propositional logic. However, there is no research about algebras of similarity in
monadic fuzzy predicate t-norm based fuzzy logic so far. Therefore, it is interesting
to study similarity on monadic MTL-algebras for treating a variant of the concept of
similarities within the framework of Universal Algebra and provide a sold algebraic
foundation for the similar degree of each couple of truth degrees of predicate variables
in monadic t-norm fuzzy based predicate logic. These are the motivations for us to
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investigate similarity on monadic MTL-algebras.

The paper is organized as follows. In Section 2, we review some basic definitions
and results about monadic MTL-algebras. In Section 3, we introduce similarity
monadic MTL-algebras and study some of their related algebraic properties. In
Section 4, we introduce and investigate similarity filters in the similarity monadic
MTL-algebras and give some characterizations of representable similarity monadic
MTL-algebras. In Section 5, we introduce the the logic of similarity monadic MTL-
algebras and prove the soundness and completeness of them.

2 Preliminaries

In this section, we review some basic results on MTL-algebras and their related
monadic algebraic structures.

Definition 2.1. [11] An MTL-algebra is an algebraic structure (L,U,N,®,—,0,1)
with four binary operations and two constants 0,1 such that:

(1) (L,U,n,0,1) is a bounded lattice,

(2) (L,®) is a commutative monoid,

(3) p@q<rifandonlyifp<q—r,

4) (p—=aqUl@g—r)=1,
for any p,q,r € L.

In what follows, by L we denote the universe of an MTL-algebra (L,U,N, ®, —
,0,1). In any MTL-algebra L, we define

ﬂp:p—>0,—|ﬂp:—|(—|p),p0:1andp”:p"*1®pforn21.

Proposition 2.2. [35] Let (L,U,N,®,—,0,1) be an MTL-algebra. Then the fol-
lowing properties are valid, for all p,q,r € L:

(1) pUq<(p—q)— q (in particular p < -—p),

(2) p—=q<pRr—qar,

(3) p—=a)@(@—=r)< (7)),

(4) Ifp<gq, thenpr<qrir—->p<r—qandq—r<p-—r,

(5) p=(a—=r)=q—=(p—r)=(p®q) —r,

(6) prag<(ger)e(per),

(7) If Nicrpi,Yierqi and Nier(qi — p;) ewist, then Nicr(pi — i) < Uierpi —
Uic1qi,

(8) If NicrpisNicrqi and Nier(gi — pi) exist, then Nier(pi — @) < Nicrpi —
Uierqi-
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In the sequel, we recall some representations of MTL-algebras. In order to do
so, we start from recalling filters of MTL-algebras in [3].

A nonempty subset F' of an MTL-algebra L is called a filter if it satisfies: (1)
1leF;(2)pe Fand p— q € F imply ¢ € F. A filter F of L is called a proper
filter if F' # L. Unless otherwise explicitly stated, filters are assumed to be proper.
A proper filter F' of L is called a maximal filter if it is not contained in any proper
filter of L. A proper filter F' of L is called a prime filter if for each p,q € L and
pVqg€eF,imply p e Forqé€ F. A prime filter F is said to be minimal if it is a
minimal element in the set of prime filters of L ordered by inclusion. Moreover, we
denote by (X) be the filter generated by a nonempty subset X of L. Clearly

(X)={peLl|p>p®@p2® - @ py, for some n € N and some p; € X}.

In particular, the principal filter generated by an element p € L is

(p)={acL|qg=p"}.

If Fis a filter and p € L, then
(FU{p})={q€L|q>f®p" for some f € F}.

Definition 2.3. [26] An algebraic structure (L,N,U, ®,—,0,1,V,3) is said to be
a monadic residuated lattice if (L,N,U,®,—,0,1) is a residuated lattice and in
addition ¥ and 3 satisfy the following identities:

(V1) Vp—p=1,

(3 p—3Ip=1,

(V2) V(p—dq¢) =3p— g,

(V3) Y(3p — ¢q) = Ip — Vg,

(V4) VY(pU3q) =Vpu3g,

(V5) ¥Vp = p,

(32) 3Ivp = Vp,

(33) 3p®p) =T Ip,

(34) 3G ®3¢) = Ip® g,
for any p,q € L.

Remark 2.4. [36] (31), (V5) and (34) are redundant in monadic residuated lattices.

MTL-algebras form a subclass of residuated lattices, so we apply the axioms of
Definition 2.3 from residuated lattices to MTL-algebras and obtain monadic MTL-
algebras.
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Definition 2.5. [36] A monadic MTL-algebra is a structure structure (L,U,N, ®, —
,0,1,V,3) in which (L,U,N,®,—,0,1) is an MTL-algebra, ¥ and 3 are two unary
operations on L, and satisfying the conditions: (V1), (V2), (V3), (V4), (32), (33).

In the sequel, by (L,V,3) we denote the universe of a monadic MTL-algebra
(L,N,U,®,—,0,1,V,3).

Proposition 2.6. [26] Let (L,V,3) be a monadic MTL-algebra. Then the following
properties hold: for any p,q € L,

(1) ¥(p = q) = (Vp—=Vq) =1,

(2) ¥Y(pnq)=VYpNnVg,

(3) p—3p=1,

(4) 3GFp—q) = Fp—3J9) =1,
(5) ¥(p— Vq) =3p — Vg,

(6) V(Vp — q) = Vp — Vg,

(7) 3(pN3q) =3Ipn3g,

(8) Y3p=3p,

(9) 3vp = Vp,

(10) 3(pUq) =3pUdq,

(11) V(Vp @ Vq) = Vp ® Vq,

(12) ¥(Vp — Vq) = Vp — Vg,

(13) VL = 3L = Ly3, where Lys = {p € L|Vp = p} = {p € L|3p = p},
(14) Ly3 is a subalgebra of L.

Definition 2.7. [4] A monadic BL-algebra is an algebraic structure (L,U,N,®,—
,0,1,V,3) in which (L,U,N,®,—,0,1) is a BL-algebra, ¥ and 3 are two unary op-
erations on L, and satisfying the conditions: (¥1), (33) and

(V6) V(p— Vq) =3p— Vg,

(V7) ¥(Vp— q) =VYp — Vg,

(V8) V(3pUgq) =TFpUVg,
for any p,q e L .

Theorem 2.8. [36] Let L be an MTL-algebra and ¥ : L — L and 3 : L — L be two
unary operations on L. Then the sets

G:{(Vl)a (V2)7 (V?’)v (V4)7 (32)a (33)};
W:{<VI)7 (VG)7 (V7>7 (V8)7 (33)}

are equivalent for an MTL-algebra L.
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3 Similarity monadic MTL-algebras

In this section, we introduce the notion of similarity monadic MTL-algebras and
study some of their related algebraic properties.

Definition 3.1. A similarity monadic MTL-algebra is a quadruple (L,V,3,S),
where (L,¥,3) is a monadic MTL-algebra and S : L x L — L is a binary op-
eration on L such that the following properties hold for all p,q,r € L,

(S1) S(p,p) =1,

(82) S(p,q) = S(q,p),

(83) S(p,q) ® S(q,r) < S(p,7),

(S4) p®S(p,a) <q,

(85) S(p <> q,1) <S(p,r) < S(g,7),

(86) ¥S(p,q) < S(Vp,Vq),

(87) 35(3p,3q) < S(3p, 3q).
It is noted that the binary operation S : L x L — L which satisfies (S1)-(S5) will
be called a similarity on an MTL-algebra L [35]. If S and T are two similarities on
a monadic MTL-algebra (L,¥,3), then we define

S < T if and only if S(p,q) < T(p,q), for any p,q € L.

Remark 3.2. The class of monadic MTL-algebras is a variety of algebras. We can
present the whole axioms of similarity monadic MTL-algebras with equality, so the
class of all similarity monadic MTL-algebras can from a variety.

Proposition 3.3. Let (L,V,3,5) be a similarity monadic MTL-algebra. Then the
following statements are equivalent:

(1) S(p,q) =YS(p,q),
(2) S(p,q) =3S(p,q).

Proof. (1) = (2) If S(p,q) = VS(p,q), then by Proposition 2.6(9), we have

S(p,q) =VS(p,q) = IVS(p,q) = 3S(p, q),

which implies S(p,q) = 3S(p, q).
(2) = (1) If S(p,q) = 3S(p, q), then by Proposition 2.6(8), we have

S(p,q) = 3S(p,q) = V3S(p.q) = VS(p,q),
which implies S(p,q) = VS(p, q). O

Example 3.4. (1) Let (L,V,3) be a monadic MTL-algebra and S : L x L — L be
defined by

285



Fu, Liu AND ZHAO

1 p=gq

A(p,q) == {0 bt

for all p,q € L. Then (L,¥,3,A) is a similarity monadic MTL-algebra.
(2) Let (L,V,3) be a monadic MTL-algebra and

I(p,q) :==p+q.

Then I is a similarity on (L,Y,3). The axiom (S5) follows by Proposition 2.2. Also,
by Propositions 2.6(1) and (2), we have

VI(p,q) =V(p <+ q)
(p—=a)N(g—p)
(p—q)NV(g—p)

< (Vp — ¥g) N (Vg — Vp)
=Vp < Vq

= I(Vp,Vq).

v
v

Then (S6) holds.
For aziom (S7) by Proposition 2.2 and Propositions 2.6(4) and (7), we have:

31 (3p, 3q) = 3(3p « 3q)
=3((Fp — J¢) N (Fg — Fq))
< 3(Fp — J¢) N 3I(Fq — Jq)
= (Fp — J¢9) N (3¢ — 3Ip)
=dp < Jq
= I(3p,3q).

Thus (L,¥,3,1I) is a similarity monadic MTL-algebra.

Remark 3.5. (1) It is easy to checked that if S is a similarity on a monadic MTL-
algebra (L,V,3), then AN < S < I, which implies that I and /\ are extremal similar-
ities on a monadic MTL-algebra (L,¥,3), respectively.

(2) Zahiri and Borumand Saeid introduced in [44] a similarity monadic BL-
algebra as a quadruple (L,V,3,S) that satisfies the axioms: (S1) — (S6) and

(87) 3S(p,q) < S(3p,3q),
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and show that (L,Y,3,I) in Example 3.4(2) is a similarity monadic BL-algebra.
Indeed, they have

(p—q)N(qg—p)
p—q)N3(g—p)
Jp = q)N3(Fq — p)
= (Ip — J¢) N (3¢ — 3p)
=dp < Jq

= I(3p, 3q).

—_ o~~~

However, in the proof of (S7)’, the inequality
A = q¢)N3g—p) <3G = ¢)N3Eg = p),
is not true in general, since
Ip —q) <3(Fp —q)

is not hold in any monadic BL-algebra in general. Otherwise, ¥V = 3 = idy,, where
idy, is a unary identity operator on a BL-algebra L.

Now we give an example of a finite similarity monadic MTL-algebra.

Example 3.6. let L = {0,h,m,n,1}, with0 < h<m < 1,0<h<n<1 We
define ® and — are as follows:

® |10 h m n 1 — 10 h m n 1
0(0 0 0 O O o|1 1 1 1 1
h|0 h h h h h|10O 1 1 1 1
m|0 h m h m m|0 n 1 n 1
n|0 h h n n n|0 m m 1 1
110 h m n 1 110 A m n 1

Then (L,N,U,®,—,0,1) is a BL-algebra and hence an MTL-algebra. Defining ¥
and 3 are as follows,

p |
Vp‘

h m n 1 D ‘ 0 h m n
h h h 1 [0 h 1 1

It is verified that (L,V,3) is a monadic MTL-algebra and . Now, we define S as
follow:
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) ,m)=_S(n,n)=25(1,1)=1,
S(O,h) S(h,O) = S(O,m) = S(m,0) = S(0,n) = S(n,0) =S5(0,1) = S(1,0) =0,
(I,m)=m,S(n,1)=S(1,n) =n,
(n,h) =m,S(m,n) = S(n,m) = h.

Then (L,V,3,5) is a similarity monadic MTL-algebra. However, (L,¥,3,5) is not
a similarity monadic BL-algebra in [44]. Indeed, (ST)' is not hold in the case,

S(3h,3Im) = S(h,1) = h, IS(h,m)=3In =1,
and hence
3S(h,m) f S(3h, Im).

Proposition 3.7. Let (L,V,3,5) be a similarity monadic MTL-algebra. Then the
following hold, where S(p,q) = I(p,q) and for any p,q,r,u € L,
(1) S(p,q) =1 if and only if p=q,

(2) S(p,7) ® S(q,r) < S(p,q),

(3) if p,q € [r,u], then S(r,u) < S(p,q)
(4) S(p,q) < S(p@r,q@7),

(5) S(p,r) ® S(q,u) < S(p®gq,r@u),
(6) S(p,r) ® S(q,u) < S(qg = p,u—r),
(7) S(p,r) N S(q,u) <S(pNg,rNu),
(8) S(p,r) N S(q,u) < S(pUgq,rUu),
(9) S(1,p) = p and S(0,p) = —p.

Proof. The proof of parts (1), (8), (9) are clear, so we omit them.
(2) By Propositions 2.2(3) and (4), we have

Spq)=@—q9N(q@—p)

>[r—=p@@—=>rINn[r—q9@-—r)
>r—=p)n((r—glelr—-pnpE-=r]e(¢g=r)Nr—gl®
[(g—=7r)N(p—7)]

=[r—=pnE-rlell@d—=r)N{ —q)

= S(p,r)® S(r,q).
(3) If p,q € [r,u], then p — ¢ > p — r > u — r, and hence
q—p>q—>r>u—r,
which implies S(p,q) > u — r > S(r,u).
(4) By Proposition 2.2(2), we have p - ¢ < (p® 1) — (¢ ® r), and hence
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g—=p<(q®r)—=(pa7T),

which implies S(p,q) < S(p@r,q@ 7).

(5) By (2),(4), we have S(p® ¢,r @ u) = S(p® ¢,r ® q) ® S(r @ ¢,r ®u) =
S(p,r) ® S(q,u).

(6) We show that (u — p) ® (¢ = ) < (r - u) — (¢ — p). This is equivalent
to(u—=p @@ = u ®(q@—r) < (¢ — p),so by Proposition 2.2(3), we have
(uh—> P)R(r—u)®(q—r)®q < p. Hence (p — u)®@(r — q) < (¢ = p) — (r — u).
Thus
Slg=pr—u)z[(u=p)@@—=>r)]N[p—>u) @@ —q)
[(u=p)@(@=r)]N[p—=u) @ —=g]N[(u=p) @ —q)

N[p—u) @ (q—r)]
>[(u—=p)Np—=>u)]@[g—=r)N(r—q)

= S(p,u) ® S(q, 7).

>
>

(7) By Proposition 2.2(7), we have (u = p)N(r - ¢q¢) < (unr) — (pNgq), and
p—=uwN(g—r)<(pnNgqg)— (unr). So S(p,u) N S(g,r) < S(pNgunr). O

Definition 3.8. Let X be a set. An L-fuzzy subset of X is a function f: X — L
and an L-similarity on X is a fuzzy subset E: X x X — L of X x X such that
the following properties hold for any p,q,r € L,
(E1) E(p,p) =1,
(E2) E(p,q) = E(q,p),
(E3) E(p,q) ® E(q,7) < E(p,7).
An L-fuzzy subset f: X — L is extensional with respect to E if for all p,q € X,
(E4) f(p) ® E(p,q) < f(q).

Example 3.9. In Ezample 3.6, if X = {h,m,n,1} and S(p,q) = I(p,q), then
f(p) =p? is an L-fuzzy subset of X. Also for all p,q € X, we have f(p) ® I(p,q) <
f(q), so f is an extensional with respect to I.

Remark 3.10. Let (L,V,3,S) be a similarity monadic MTL-algebra, X be a set
and f: X — L be an L-subset of X. If we can define

E:X x X —1L,
E(p,q) == S(f(p), f(2)),

then it is clear that E is an L-similarity on X and f is extensional with respect to
E.
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Let (L,V,3) be a monadic MTL-algebra and X a set. Then (LX,vX 3%) is also
a monadic MTL-algebra with point wise operations, where

0(p) =0, 1(p) =1,

(fUg)p) = flp)Nglp), (fUg)p)=flp)Uglp),
(f@g)p)=flp)@gp), (f—9)) =/, —9p),
vX(f)=Vof, 3X(f)=30of.

Proposition 3.11. Let Sx = {Sx : p € X} be a family of similarities on (L,¥,3).
Then there is an one-to-one correspondence between Sx and a family of similarities

on (LX,vX,3%).
Proof. Let Sx = {Sx :p € X} be a family of similarities on (L,V,3). Then we
define a similarity on a monadic MTL-algebra (LX,vX,3%) by

Ssx (f,9)(p) == Sx(f(»),9(p)),

for all f,g € L* and p € X. Clearly, (LX,vX,3% S, ) is a similarity monadic
MTL-algebra.
Conversely, if

K (LX,vX,3%) x (LX,vX,3%) — (X, vX,3%)
is a similarity on the monadic MTL-algebra (L~ ,vX, 3% ), then for a € L, we denote

by f, the subset f,(p) = a for all p € X. So we can define a similarity on (L,V,3)
by

K,:(L,V,3) x (L,V,3) — (L,V,3),

Kp(a7 b) = K(fa; fb)(p)7

for p € X. Thus we get a family of similarities {K, | p € X} on a monadic MTL-
algebra (L,V,3). O

Proposition 3.12. Let (L,V,3,5) be a similarity monadic MTL-algebra. Then the
following statements are equivalent:

(1) S(p,1) =p,

(2) S(p,q) =p+q,
for allp,q € L.

Proof. (1) = (2) If S(p,q) = p > ¢, then S(p,1) = p.
(2) = (1) By (S1) and (S5), we have

P q="5(p < q,1) <Sp,q) < S(a,q) = Spq) < 1=5(p.q).
On the other hand by (S2) and (S4), we have S(p,q) <p + ¢. O
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4 Representations of similarity monadic MTL-algebras

In this section, we introduce similarity monadic filter of similarity monadic MTL-
algebras and give some characterizations of representable similarity monadic MTL-
algebras by them.

Definition 4.1. Let (L,V,3,5) be a similarity monadic MTL-algebra. Then F is
called a similarity monadic filter of (L,V,3,S) if F is a monadic filter of (L,V,3)
and

S(Vp,Vq) € F whenever p,q € F.

A similarity monadic filter is called prime if p — q € F or q — p € F, for all
p,q € L.

It is noted that the filter F of L is called a similarity filter of a similarity MTL-
algebra if F' such that x,y € F, then S(z,y) € F, for all x,y € F.

Example 4.2. In Example 3.6, F = {1} is a similarity monadic filter of (L,V,3,1).
However, F is not a similarity monadic prime filter. If we taking G = {h,m,n, 1},
then G is a similarity monadic prime filter of (L,¥,3,5).

Proposition 4.3. Let (L,V,3,S) be a similarity monadic MTL-algebra and F be a
stmilarity monadic filter of (L,V,3,S). Then the following statements are equivalent:
(1) F is a similarity monadic filter of (L,V,3,S5),
(1) S(Vp,1) € F, forallp e F.

Proof. By (S3), we have S(Vp,1)®S(Vq,1) < S(Vp,Vq). So F is a similarity monadic
filter if and only if S(Vp, 1) € F, whenever p € F. O

Proposition 4.4. Let (L,V,3,5) be a similarity monadic MTL-algebra and F be
a similarity monadic filter of (L,V,3,S). Then = is a congruence on a similarity
monadic MTL-algebra (L,V,3,5).

Proof. Let p1,p2,q1,92 € L be such that p; =r p2 and ¢; = ¢o. Then p; < ps €
F, q1 <> g2 € F. Since F is a similarity monadic filter, we have S(V(p1 <> p2),1) € F
and S(V(q1 ¢ q2),1) € F. Using (S2), (S3) and the definition of monadic filter, we
have

S(V(p1 < p2),1) @ S(V(q1 <> q2),1) < S(V(p1 < p2),V(q1 <> q2)) € F.

So by (S5), we have V(p1 <> q1) <> Y(p2 <> q2) € F. Thus (p1 < q1) =F (p2 <
q2). O
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Proposition 4.5. Let (L,¥,3,S) be a similarity monadic MTL-algebra and F C
L be a similarity monadic filter of (L,¥,3,S). Then (L) =p,VYr,3F) is also a
similarity monadic MTL-algebra.

Proof. We define

Sp: L/ =r X L/ =F— L/ =F,
Sr([plr ldlr) == [S(p, d)]F,
YV L/ =r—— L/ =F,
Vr([plr) :== [VPF,
dp : L/ =r—— L/ =F,
Jr([plr) == [FplF

for all p,q € L.
(S1) Sr([plrldlr) = [S(p,p)lF = [1]F,
(52) Sr(plr,ldlF)
(83) Sr([plr,
Sr([plF, [r]F),

(S4) [plr @ Se([plF, [dlr) = [plF @ [S(p, @)]F < [d]F,

(S5) Sr(lplr < ldlr,1) = [S(p < ¢, Dlr < [S(p,7)|F < [S(g,7)]F =

Sr([plr, [rlF) <> Sr([d]F, [

(S6) VeSr([plr, [dr) = Yr[S(p, @)]r < [S(VYp,Vq)|r = Sr(Vr[plr, VrldlF),

(S7) lq]F) =3 )-

7) 3rSr([plF, [S(p, Q)]r < [S(3p,39)]r = Sr(3r[plF, IFldlr O

Definition 4.6. A similarity monadic MTL-algebra is called representable if it is
a subdirect product of linearly ordered similarity monadic MTL-algebras.

Theorem 4.7. Let (L,V,3,S) be a similarity monadic MTL-algebra. Then the
following statements are equivalent:
(1) (L,¥,3,8) is representable,

(it) S(V(p—q),1)UV(q = p) =1, forallp,q € L,
(131) pUq =1 implies VpU S(¥q,1) =1, for all p,q € L,
(1v) any minimal monadic prime filter is a similarity monadic filter of (L,V,3, S).

Proof. (i) = (i) In any linearly ordered similarity monadic MTL-algebra, we have
S(Vp — Vq) U (Vg — Vp) = 1.

(i) = (ii7) If pUg = 1, then by Proposition 2.2 (1), we have p = ¢ =¢, ¢ = p = p.
Using (i7), VpU S(Vg,1) = 1.
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(t31) = (iv) If F C L is a minimal monadic prime filter of (L,V,3) and p € F,
then there exists r € L such that VpNVr = 1 and r ¢ F. By (iii), we have
S(Vp,1)UVr=1¢€ F. Since r ¢ F and F is monadic prime filter, S(Vp,1) € F.

(iv) = (i) Let (L,V,3,S) be a similarity monadic MTL-algebra and A be a set
of all the minimal monadic prime filter of (L,V, 3). Clearly, L is a subdirect product
of family of the {L/ =p: F € A}. Let ¢ : L — []pcr L/ =r be the subdirect
product. By (iv), any F' € [ is a similarity monadic filter of (L,V,3,5), hence by
Proposition 4.5, we have (L/ =p,Vp, 3F, SF) is a similarity monadic MTL-algebra.
It is clear that ¢ is a representation of (L,V,3,5) as a subdirect product of the
family (L/ EF,VF,HF,SF). ]

5 The logic of similarity monadic MTL-algebras

Héjek proved in [20] that monadic predicate basic logic mBLy is equivalent to
S5-like modal fuzzy logic S5(BL), which is a logic BL together with the following
axioms (v is a propositional combination of formulas beginning by [ and ¢)

(03) Olpdeyp) = 0p&le,
closed under Modus Ponens MP: ¢, ¢ = % F ¢ and Necessitation Rule Nec :
¢/0O¢. Subsequently, Castano et. al introduced monadic BL-algebras and proved
that are the equivalent algebraic semantics of the logic mBLy (and S5(BL)) [4].

As a consequence of the algebraization of S5(BL) by monadic BL-algebras,
Castano et. al also gave a simplified set of axioms for this calculus, which is the
propositional case for the axiomatization of S5(BL). Here they defined a calculus
S5'(BL) whose axiom schemata are the ones for BL together with the following
axiom schemata:

(M1) Op = ¢,

(M2) ¢ = O,

(M3) OOp = ) = (e = Oy),
(M4) O(p = OY) = (Op = Oy),
(M5) OO Uy) = (Op L Oy),
(M6) O(p&p) = Op&lyp

and closed under MP: ¢, ¢ = 9 F ¢ and Nec : ¢/0Op, and showed in [4] that
S5'(BL) is sound and complete with respect to the variety of monadic BL-algebras.
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It is worth noticing that monadic BL-algebra and monadic MTL-algebra have the
same axioms by Theorem 2.8. So, we can analogously define the modal fuzzy logic
S5(MTL) as the logic MTL together with the axioms ((J1), (02), (O3), (01),(02),
(03), and their corresponding modal fuzzy propositional logic S5'(MTL), which is
the logic MTL together with the axioms (M1), (M2), (M3), (M4), (M5) and (M6).
Along the same line as that in [20] (see [12], Theorem 6) and [19] (see [11], Remark
8.3.16), we can also prove that the modal fuzzy logic S5(MTL) is equivalent to
monadic predicate monoidal t-norm based logic mMTLy.

In this section, adapting for the propositional case the axiomatization of similar-
ity monadic MTL-algebras, we introduce the logic SMMTL and show that is sound
and complete with respect to the variety of similarity monadic MTL-algebras.

The language of SMIMMTL consists of countably many proposition variables
(v1,v2, ...), the constant 0, the unary operators [J, {), the binary operators LI, M1, &, =,
a binary logic connective <, the auxiliary symbol /(and’)’.

Formulas are defined inductively : 0 is a formula; if ¢ and 1 are formulas, then

so are (oY), (pU), (&), (¢ =), (p & ), (Op) and (Op). And we state
that:

o= (p= )N (Y= p).

In order to avoid unnecessary brackets, we agree on the following priority rules:

- unary operators always take precedence over binary ones, while,

- among the binary operators, & has the highest priority; furthermore L and M
take precedence over =,

- the outermost brackets are not write.

The axiom of SMMTYL are defined as follows:

(I). Any axioms of S5’MTL is an axiom of SMMTL

(IT). A formula which has one of the following forms is an axiom (where ¢ and
) are arbitrary formulas):

(s1) ¢ = o,

$2) (pe¥)= (Y & p),

$3) (p oY) = (Ve o) = (pe ),
(p =)= (¢ =),

(pe)e(p=9)=(ped) < (¥ e),
O(p & ¢) = (Op & OY),
s7) Olp &) = (Op & OP).

The deduction rules of SMMTYL are:

(
(
(
(sH
(
(
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e Modus Ponens (MP, ¢ and ¢ = v infer 9),
e Generalization (G, from ¢ infer Ogp),
e Similarity (S, from ¢, infer ¢ < ).

The consequence relation - is define as follows, in the usual way. Let V be a
theory (a set of formulas in SMMTL). A proof of a formula ¢ in V is a finite
sequence of formulas with ¢ at its end, such that every formulas in the sequence is
either an axiom of SMMTL, a formula of V', or the result of an application of an
inference rule to previous formulas in the sequence. If a proof for ¢ exists in V, we
say that can be deduced from V' and we denote this by V I .

Remark 5.1. The proposition calculus SMIMTL is an extension of MTL. Let
V' be a theory in MTL and ¢ be a formula of MTL such that V FymrL . Then
V FsmmrL @, since any V-proof in MTL is a V-proof in SMMTL. Conversely,
Vmrr € VsmmrL. Also, every theorem of MTL is a theorem of SMIMTL.

Definition 5.2. Let (L,V,3,S) be a similarity monadic MTL-algebra and V' be
a theory. An (L,V,3,S)-evaluation is a mapping e from the set of formulas of
SMMTL to (L,V,3,S) that satisfies, for each two formulas ¢ and v:

(1) elp) Me(y) = e(p) Ne(y),
(2) elp)Ue(y) = e(p) Ue(y),
(3)  e(p&ey)) = e(p) @ e(9),
(4) elp = ) = e(p) = e(V),
(5)  e(lp) = Ve(p),

(6) e(Op) = Fe(p),

(7) e(0) =0.

A (L,¥,3,8)-evaluation e satisfies e(¢p) = 1, for every ¢ in V, it is called a
(L,¥,3,S)-model for V.

SMMTL is sound with respect to the variety of similarity monadic MTL-
algebras, this is that if a formula ¢ can be deduced from a theory V in SMMTL,
then for every similarity monadic MTL-algebra (L,V, 3, S) and for every (L, V¥, 3, S)-
model e of V', e(p) = 1. Clearly, we need to verify the soundness of the new axioms
and deduction rules of SMMTL (for the axioms and rules of MTL, the proofs (in
MTL) can be copied). The fact that ¢ is a V-tautology with respect to a simi-
larity monadic MTL-algebra (L,V,3,S) will be denoted by V =L v3.9) . If V is
empty, a (-tautology with respect to a similarity monadic MTL-algebra (L,V, 3, S)
will be simply called a tautology with respect to (L,V, 3, S) and the fact that ¢ is a
tautology with respect to (L, V,3,.5) will be denoted by =1, v3,5) ¢- And

F(Lv,3,s) ¢ if and only if e(¢) = 1, for all (L,V, 3, S)-evaluation
e:V— (L,V,3,9).
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Let ¢ and v be formulas, we define
@ =y ¢ if and only if V Fgmrr ¢ = ¥ and V Fyvrn ¥ = 0.

It is straightforward that the relation =y is an equivalence relation. For any
formula ¢ we will denote by [¢]y the equivalence class of ¢ with respect to =y . The
set FormgvmvrL/ =v = { [¢]v | ¢ € FormsmmrL} is the quotient of Formgninvrr,
with respect to =y, where FormgnnvTr is the set of all formulas SMMTL, we define
the following operations:

[elv N Y]y = [N ly,

[olv U Y]y == [p U]y,

[elv @ [Y]v = [p&]v,

lely = [Wlv = o = Yy,
Vielv = [Oely,
El[@]V = [<>90]Vv

1y = Th€07“SMMTL(V),

Oy = 1y,

S(lelv, [Wlv) = [p & Yy,

Proposition 5.3. The following instances are realized from deduction rules of sumrr:
(@) VE(pex) < @Wex)ifVEpo),
O VEWex)=(=x)ifVEe=1,
OVFEKXeo=Kx=V)ifVEe=19,
@ VEWed=(rex)=9)ifVEpandVEx=1.

Proof. (a) Let V F (¢ <> 1). Then V| (¢ = ¢). By S, we have V F (¢ & x) <
(¥ = x), further by (s5) and MP, V I (¢ & x) < (¢ & x).

(b) If V I ¢ = 1, then by (s4), we have - (¢p & x) = (¢ = x). Then we
have F (¢ = x) = ((¢ = ¥) = (p = x)) and by the axioms of MTL and MP,
FWex)= (e=v)=(e=x) Sot(¢=v¢)= (¥ < x)=(¢=Xx)) By
hypothesis, V F (¢ < x) = (¢ = x).

(c) Let V F ¢ = 1, then by (s4), we have - (x & ¢) = (x = ¢). Also
(x = ¢) = ((p = 1Y) = (x = ¥)), so by the axioms of MTL and MP, - (x <
) = (p=v) = (x=>19). Sok (p=19) = (x & ¢ = (x = 1) By
hypothesis, V F ¢ = 1. Thus VI (x & ¢) = (x = ¢) by MP.

(d) Let V F= . Then by (¢) we have V F (¢ = x) = (¢ = ). Also,
ViEe=((¢=x)=¢). VE @ 9¢) = ((¢< Xx) = ¢) by (b). By hypothesis
and MP, VI (¥ & ¢) = (¢ & x) = ¢). O

Proposition 5.4. The algebraic structure SMTL(V) = (FormssmrL/ =v,N, U, ®,
—, [0], [1],¥, 3, 5) is a similarity monadic MTL-algebra.
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Proof. By the above results, SMTL(V) is a monadic MTL-algebra, it follows that
(FormgsmrL/ =v,N, U, ®,—,[0],[1],V,3) is a monadic MTL-algebra. By Proposi-
tion 5.3 (a) the binary operation S is well defined. By Proposition 4.5, we have that
S is a similarity on Form FormgsmrL/ =v. O

Theorem 5.5. (Soundness and completeness of SMMTL) A formula ¢ can be
deduced from a thery V in SMIMTL if and only if for every similarity monadic
MTL-algebra (L,V,3,S) and for every (L,¥,3,S)-model e of V, e(p) = 1.

Proof. Let ¢1, @2, ..., on be a V-proof for ¢ in SMMTL, (L,V,3,S) is a similarity
monadic MTL- algebra and e an (L, V, 3, S)-evaluation. We must prove that e(y;) =
1, for ¢ € [n]. Let ¢; be an axiom. It is clear that e(p;) = 1. If there are j, k < i
such that ¢ = ¢; — ¢;. By hypothesis, e(¢r) = e(¢;) = 1, so e(¢;)) =1 —
e(pi) = e(p; — i) = e(pr) = 1. If there are j,k < i such that ¢; is p; < ¢y, then
e(pj) = e(pr) = 150 e(pi) = S(e(gp;), e(pr)) = S(1,1) = 1. Thus e(p) = 1, for
i=n.

Conversely, by the fact that SMTL(V) is a a similarity monadic MTL-algebra,
it is clear that [p]y = 1 in MTL(V). So ¢ deduced from V. O

Proposition 5.6. SMMTYL is conservative extensions of MTL this is if @ is an
formula of MTL and V is a theory of MTL, then the following statements are
equivalent:

(1) V FmrL ¢,

(2) V FssmrL ¢-

Proof. (1) = (2) By Remark 5.1, the proof is clear.

(2) = (1) Let V Fgsmrr and V' Faprr. Then there exists a linearly ordered
monadic MTL-algebra (L, V, 3) and an (L, V, 3)-evaluation e : Formyrr — A such
that e(V) = 1 and e(p) # 1. It is clear that S : (L,V,3)x(L,V,3) — (L,V, 3) define
by S(z,y) := x <> y is a similarity on (L,V,3). So we consider eg : FormgsmrL —
(L,¥,3) to be the unique (L,V,3)-evaluation with es(p) = e(yp) # 1, which is a
contradiction, by Theorem 5.5. Thus V FyL . L]

6 Conclusions

Motivated by the previous research of similarity MTL-algebras, we introduced
and investigated similarity monadic MTL-algebras. We also studied similarity monadic
filters and gave some characterizations of representable similarity monadic MTL-
algebras. Finally, we introduced the logic of similarity monadic MTL-algebras and
prove the completeness of them. Since the above topics are of current interest, we
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suggest further directions of research, focusing on the varieties of similarity monadic
MTL-algebras. In particular, one can investigate semisimple, locally finite, finitely
approximated and splitting varieties of similarity monadic MTL-algebras as well as
varieties with the disjunction and the existence properties.
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Abstract

The main purpose of this paper is to investigate the type of monadic bounded
L-algebras as L-algebras equipped with two monadic operators, named univer-
sal quantifier “V” and existential quantifier “3”, respectively. First, we investi-
gate the properties of pre-ideals on L-algebras and the pre-ideal generated by
a nonempty subset of an L-algebra is defined. Second, we investigate monadic
bounded L-algebras and monadic pre-ideals in monadic bounded L-algebras.
Moreover, the relation between monadic bounded L-algebras and monadic quan-
tum B-algebras is discussed. Finally, the relations among monadic self-similar
L-algebras and other monadic structures are discussed, such as monadic (left)
hoops, monadic Wajsberg hoops and monadic MV-algebras. Moreover, we ob-
tain a characterization of monadic bounded L-algebras and monadic bounded
self-similar L-algebras by relatively complete subalgebras and m-relatively com-
plete subalgebras, respectively. These results are important to the further study
of logical system with monadic operators.
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1 Introduction

As an algebraic logic, the notion of L-algebras arose in the theory of one-sided
lattice-ordered group and based upon the equation (z — y) — (z — 2) = (y —
z) = (y — z) ([2, 11, 27, 15, 16]). On the other hand, L-algebra can be regarded
as a solution of quantum Yang-Baxter equation ([17, 18]). Further, it was proved
that for each L-algebra X there is a self-similar closure S(X). At the same time,
S(X) admits a left hoop ([15]). For each L-algebra X, we say it has a negation
if it has an element 0 such that there is a bijective mapping between z and 2/,
where 2/ = x — 0. Recently, it was also proved that each L-algebra that satisfies
¥’ =y =y — x admits an MV-algebra ([31]), which indicates that L-algebras are
generalizations of MV-algberas. Since L-algebras have been combined with quantum
set ([21]), group theory ([22, 23, 24]), lattice theory ([25]) and other fields, the study
of them have attracted more attention of many scholars.

In 1962, Halmos proposed Monadic Boolean algebras ([10]). It consists of Boolea-
n algebras and the unary operation on it, where the unary operation is the alge-
braization of existential quantifier “3”. Moreover, the algebraization of existential
quantifier “3” and universal quantifier “V” have also been studied in other non-
classical logic ([13, 14]). From then on, monadic operators are introduced into
more logic algebras such as monadic MV-algebras ([8, 9]), monadic Wajsberg hoops
([4]), monadic bounded hoops ([28]), monadic classes of quantum B-algebras ([6]),
monadic involutive pseudo-BCK algebras ([12]) and monadic pseudo BCl-algebras
([32]) etc.([29, 30]). Accordingly, many good structures and properties have been
obtained. As we all known, it has been turned out that L-algebras are structurally
related to various algebras we mentioned above. We have known that although they
are essentially different algebras, they are all particular types of L-algebras. As we
said before, L-algebras are also logic algebras, so it is necessary to investigate their
logical system. But the important work for monadic L-algebra is further to study
the logical system with monadic operators. Above all, it is meaningful to extend
universal quantifiers “V” and existential quantifiers “3” to L-algebras and to investi-
gate the relationship between monadic L-algebras and other monadic algebras. This
is the aim of our research on monadic L-algebras.

This paper is organized as follows: In Section 2, several fundamental definitions
and properties of L-algebras used in this paper are recalled. In Section 3, the prop-
erties of pre-ideal on L-algebras and the pre-ideal generated by a nonempty subset
in an L-algebra are investigated. In Section 4, we investigate monadic bounded
L-algebra. Moreover, the relationship between monadic bounded L-algebras and
monadic quantum B-algebras is discussed. In Section 5, we characterize monadic
simple bounded L-algebras and study M PI(L) from the point of their algebraic
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structures. In Section 6, the relations among monadic self-similar L-algebras and
other monadic structures are discussed, such as monadic (left) hoops, monadic Wa-
jsberg hoops and monadic MV-algebras. Moreover, we obtain a characterization of
monadic bounded L-algebras and monadic bounded self-similar L-algebras by rela-
tively complete subalgebras and m-relatively complete subalgebras, respectively.

2 Preliminaries

Some fundamental definitions and properties regarding L-algebras used in this
paper are recalled in this section.

Definition 1. ([15]) Given an algebra (L,—,1) of type (2,0), we call it L-algebra
if for any x,y,z € L, the statements as follows are satisfied,
hL)l—sz=x0—x=2x—1=1,

(o) (y =)= (y—2)=(x—=y) = (z—2),

(3) x > y=y—x=1implies z =y.

We call (L,—) a cycloid if it satisfies (I3). From (I1), we call 1 logical unit of
L in terms of —. Thus, the entailment relation is defined as z <y <z >y = 1.
Obviously, < is a partial order relation on L.

Definition 2. ([15]) Given an L-algebra (L,—,1), we call it KL-algebra if for any
z,y €L,
r— (y—z)=1 (K).

Definition 3. ([15]) Given an L-algebra (L,—,1), I C L is called an ideal if for
any x,y € L, the statements as follows are satisfied,

(L) 1el,

(Is) x,0 wyel=yel,

(Is)zel=(r—y) —yel,

) xel=y—x,y— (x—y) el

From reference [7], we notice that if L satisfies z < y — x, then the axiom (1)
is redundant. If L satisfies x — (y — 2) =y — (¢ — z), then the axioms (I3) and
(I4) are redundant.

Proposition 1. (/15/) Given an L-algebra (L,—,1). Then for any z,y,z € L,
y<z=zr—->y<c-—z

which implies ¢ = y & «* — 2z = y — z. Furthermore,
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L satisfies (K) & o <y impliesy — z < x — z.

Definition 4. ([5]) Given an L-algebra (L,—,1), we call it CL-algebra if it satisfies
the exchange rule as follows, for all x,y,z € L,

r—=(y—z2)=y—(x— 2) (exchange rule).

Remark 1. We notice that exchange rule implies (K) by taking z := x.

Definition 5. ([15]) Given an L-algebra (X, —, 1), we call it self-similar if for any
x € X, there exists a bijection from downset | x := {z € X | z < z} onto X given
by z — (z — 2).

We define a morphism f : X — Y between L-algebras X,Y to be a map which
satisfies f(1) = 1 and f(x-y) = f(z) - f(y) for all z,y € X. If f is an inclusion
X =Y, we call X an L-subalgebra of Y. In case Y is a self-similar L-algebra with
an L-subalgebra X which generates Y as a monoid, we call Y a self-similar closure

of X.

Thus each | x is in bijection with all of X. That is, there exists an inverse
bijection X +| z given by y — y-x, which gives an everywhere defined multiplication
on X that satisfiesx -y -z =y, forall z,y € X.

Proposition 2. (/26/) A monoid (X,-,—,1) is a self-similar L-algebra iff for any
x,1y,z € X, the statements as follows are satisfied,

1) z—=y-z=y,

2)zx-y—z=z—(y— 2),

B) (& =y)-z=(y =)y

Statement (3) of Proposition 2 makes X into a A—semilattice with z Ay := (x —
y)- .
Proposition 3. ([15/) Given a KL-algebra X, then S(X) is commutative iff X sat-

isfies
(rt—=y —wy=@Yy—z)—x (C).

Definition 6. ([15]) A left hoop is an algebra (H;-,—,1) s.t. (H;-,1) is a monoid
and the following statements hold, for any x,y,z € H,
(1) x =z =1,
2)x-y—z=x— (y— 2),
(3) (x =y)-z=(y—x)y

If the binary operation - is commutative, then H is called hoop. A hoop H is
called Wajsberg hoop if it satisfied (C)([4]). H is bounded if it has a bottom element
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0 with respect to the order ” < ”, which is defined by x <y < z — y = 1. And the
same as Wejsberg hoop.

Definition 7. ([3]) Given an algebra (A;®,®,*,0,1) of type (2,2,2,0,0), where
(A;®,0) is a commutative monoid, we call it an MV-algebra if the following state-
ments hold, for any x,y € A,

(MV1)x®1=1,

(MV2) x** =z,

(MV3) 0" =1,

(MV4) (z*oy) ey=(r0y") &,

(MV5) x©y = (" @ y*)*.

Proposition 4. ([4]) Every Wajsberg algebra is equivalent to an MV-algebra.

Definition 8. ([20]) A quantum B-algebra is a partially ordered set (X, <) with two
binary operations — and ~~ satisfying the following axioms, for all x,y,z € X,
(QB1) y = z < (x = y) = (z — 2),

(@B2)y ~ z < (z~y) = (z~ 2),

(@B3)y<z=z—y<z—z,

(QB}) x <y —zey<z~ 2

We denote it as (X, <, —,~). If for all z,y € X, the equation x — y =z ~~y
holds, we call (X, <, —,~) commutative. We call X bounded if it has a bottom
element 0 and in such case, X also admits a largest element 1.

Definition 9. ([19, 20]) A commutative quantum B-algebra (X, <,—) is called in-
tegral if there exists u € X such that the following hold for all x € X:

(1) u—z=uw,

(2) x = u=u.

Proposition 5. ([5/) Every CL-algebra is a commutative integral quantum B-
algebra.

3 The pre-ideals of L-algebras

Definition 10. Given an L-algebra (L,—,1), I C L is called a pre-ideal if for any
x,y € L, the statements as follows are satisfied:

(PL) 1€,
(Ply) v,0 -yel=yecl.

We denote the collection of all pre-ideals of L as PI(L).
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Remark 2. (1) We notice that if I,J € PI(L), then I NJ € PI(L). Indeed, if
z,x—yelnJ, theny €l and y € J, thatisy € INJ. Hence, INJ € PI(L). In
such case, wesay I AJ =1NJ.

(2) From Definition 3, we note that if L satisfies exchange rule, then the definition
of pre-ideal on L-algebras is the same as the definition of ideal on CL-algebras that
introduced in reference [7].

Example 1. Given an algebra L = {z1,29,1}, where z1,29 < 1, x1 and z9 are
incomparable, the implication on L is defined as follows,

— ‘ r1 X2
z1 | 1 @9
xTo T 1
1 |z =z

e

Then (L,—, 1) is an L-algebra. We can check that all of the pre-ideals in L are {1},
{z1,1}, {z2,1} and {z1, 2, 1}.

Example 2. Consider L = [0, 1] and the implication on L is defined as z — y = 1,
if 2 <y; x — y =y, others. Thus (L,—,1) is an L-algebra. Put I = (a, 1], where
a > 0. Then one can check that I is a pre-ideal of L.

Definition 11. Given an L-algebra (L,—, 1), a pre-ideal I is called proper if I # L.
A proper pre-ideal I is said to be prime, if for any I, Is € PI(L) and Iy N 1o C I,
then I1 C I or I C I.

Example 3. In Example 1, the pre-ideals {z1,1} and {x9,1} are prime.

Definition 12. Given an L-algebra (L,—,1), a proper pre-ideal is called maximal
if it is not strictly contained in any other proper pre-ideal of L.

Example 4. In Example 1, the maximal pre-ideals of L are {z1,1} and {x9,1}.

Proposition 6. Given an L-algebra (L,—,1), I € PI(L). For any z,y € I,z € L,
ifx <y — 2z, then z € I.

Proof. By Definition 10, it is immediate. O O

Suppose that () # X C L, then the smallest pre-ideal of L which contains X,
ie. N{/ € PI(L) : X C I} is said to be a pre-ideal of L generated by X, which
is denoted by (X). To give a characterization of (X), we propose the following
proposition.
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Proposition 7. Given a KL-algebra (L,—,1), then z — z < (y — z) = (y — 2)
holds for all z,y,z € L.

Proof. By (l3) and (K), it is immediate. O O

Theorem 1. Given a KL-algebra (L,—,1), ¢ # X C L. Then

<X>={a€eL|zy — (x2 > (x3 = ...(xp, = a)...)) =1, for some z; € X and n > 1}.
Proof. Put M = {a € L | 1 — (x2 — (23 — ...(x, — a)...)) = 1, for some z; €
X andn > 1}. It is clear that X C M. Next we will show that M is a pre-ideal of L.

Obviously, 1 € M. Now let a,a — b € M. Then there exist x1, o, ...,xn,:c/l,x;, e
x;n € X, where n,m > 1, s.t.

Ty — (.%'2 — (1'3 — (mn — a))) =1

and
z) = (25 — (25 = ..(z,, — (a = b))...)) = 1.

Hence by Proposition 7, we have
a—b< (zy,—a) = (ry, —=b) < (zp—1 = (xn = a)) = (xp—1 = (z, — b)).
By repeating this way, we can get
a—b<(r;— (v2 — ..(xp, = a)...)) = (x1 = (z2 — ...(xy, = b)...)).
Then by Proposition 1, we have
a—b=1— (z1 = (x2 > ..(xp, = D)...)) <20 = (1 = (T2 = ...(T, = b)...)),
where 29 € X. Hence z,, — (a = b) < z,, = (x1 — (#2 — ...(zn — b)...)).
Further, we can obtain

z; = (x5 = (z,, = (@ = D)..) <z = (29 — ..(z]

m = (xo = (xr1 = ... (zy, —
b)...)))...). Then

zy = (29 = ..(z,, = (20 = (21 = ...(zy = b)...)))..) = 1,

which implies b € M. Therefore, M € PI(L). Let I € PI(L),X C I and a € M.
Then for some z; € X and n > 1,

1 — (v2 = (23 = ...(x = a)...))) = L.
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Since 1, x1,x2,....,x, € I, then a € I. Therefore, M is the smallest pre-ideal that
contains X, i.e. M = (X). O O

Example 5. In Example 1, we can check that {z1,x2,1} is a KL-algebra. Take
X = {x1,22} € X, then Theorem 1 yields (X) = {z1,22,1}.

. n n
In Theorem 1, we write £ — (x — ...(x — a)...) as x — a and © — a =

-1
r — (x e a) for some n > 1. If z € L and X = {z}, we denote (z) as the
pre-ideal generated by {z} ({x) is said principal). The following corollary gives a
characterization of principal pre-ideals.

Corollary 1. Given a KL-algebra (L,—,1), for any x € L,
<$):{CLEL\:EiL»azl,forsomenzl}.

Proof. Obviously, b € {a € L | 5 a =1, for some n > 1} implies b € (x).

Conversely, let b € (). Then by Theorem 1, for some z; = 29 = ... = x,,, = x,m >
1, st. " b=1. Thusb ¢ {lae L |z Sa= 1, for some n > 1}. Therefore,
(x>:{a6L|mf»a:1,f0rsomen21}.D O

In what follows, a characterization of a pre-ideal generated by two pre-ideals is
obtained in CL-algebras.

Theorem 2. Given a CL-algebra (L,—,1), I;, Iy € PI(L). Then
(hU L)y={acL|i—(j—a)=1,for someicl,je€ I}

Proof. Obviously, be {a € L |i — (j — a) =1, for some i € I1,j € Iy} implies
b e (I1 U Iy). Conversely, let b € (I} U I3). Then by Theorem 1, for some
11,22, ,im € Il(m > 1) and 71,72, s Jn € IQ(’/Z > 1), s.t. 11 — (ig — (Zm —
(1 = (G2 = -+ (n — b)--+)))--+) = 1. Since i1,i2, - ,im € I1(m > 1) and
I, € PI(L), we have j; — (jo — -+ (jn — b)---) € I;. So there exists i € I
st. ¢« = (j1 = (j2 = - (Jn — b)---)---) = 1. By exchange rule, we obtain
71— (o= - (n — (@ = b)--+)) = 1. Again since I € PI(L), we can get
j— (i = b) =1for some i€ I},j € Iy. Therefore, be {a € L|i— (j —»a)=
1, for somei € I ,j € Ix}. O O

Corollary 2. Given a CL-algebra (L, —,1), x € L and I € PI(L). Then
<IU{$}>:{CLEL\i—>(xf»a):1,forsomeiefandn21}.

Proof. From Theorem 2, it is obvious. O O
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4 Monadic bounded L-algebras

The concept of monadic bounded L-algebra is given and several relevant prop-
erties of it are investigated in this section. Moreover, using these properties, we
give a characterization of L-subalgebra. Finally, we discuss the relationship between
monadic bounded L-algebras and monadic quantum B-algebras.

Definition 13. We say an L-algebra (L, —, 1) is bounded if there exists an element
0eL, st 0<z forallx € L.

Definition 14. Given a bounded L-algebra (L,—,0,1), then (L,—,0,1,3,V)
((L,3,Y) for short) of type (2,0,0,1,1) is called a monadic bounded L-algebra
(MBL-algebra for short) if for all x,y € L, the axioms as follows are satisfied,

( MBL1) x — 3z =1,

( MBL2)Vz — x =1,

( MBL3) ¥(z — Jy) = 3z — Ty,

( MBL4) V(3z — y) = 3z — Yy,

( MBL5) Iz = V.

In Definition 14, we call unary operators 3 : L — L existential quantifier and
YV : L — L universal quantifier, respectively. Moreover, from (MBL1) and (MBL2)
we can get that 3 is an enlarge operation while ¥V is a reduce operation.

Example 6. Let L = {0,z1,z2,23,1}, where 0 < 21 < z9, 23 < 1, 23 and x3 are
incomparable. The implication on L is defined as follows,

=10 x1 x9 T3 1
0|1 1 1 1 1
z1 |0 1 1 1 1
) 0 I3 1 I3 1
T3 0 xT9 T2 1 1
1 0 I ) I3 1

Then (L,—,0,1) is a bounded L-algebra. Define 3 and V as 30 = 0, Jz; =
drg = x3, 31 = dzo = 1; V0 = Vo1 = Vo = 0, Vg = x3, V1 = 1. Then the axioms
(MBL1)-(MBL5) are satisfied, which implies (L, 3,V) is an MBL-algebra.

Example 7. Consider the bounded L-algebra in Example 2. For any x € L, we
define V and 3 as follows,
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1 -1 —
ve=24" " , dr = 0, 2 O.
0, z#1 1, z#0
Then the axioms (MBL1)-(MBL5) are satisfied, which implies (L, 3,V) is an

MBL-algebra.

Now, we give some properties of operators 3 and V on monadic bounded L-
algebras.

Proposition 8. Given an MBL-algebra (L, 3,V), then for any x,y € L, the state-
ments as follows are satisfied,

V(3z — Jy) =z — Jy,
I(3Fzr — y) < Jz — Jy,
VYV — y) = Vo — Yy,
Ve =z << dr ==z,
V(Vz — Jy) = Vo — Jy,
V(z — Vy) = 3z — Yy,
V(Vz — Yy) = Vo — Yy,
3(Fz — Jy) = Jx — Ty,
(Ve — Vy) = Vo — Vy,
r <y=Vr<Vy Jr <y,
r<dye dr<Jdy Ve <y Ve <Vy,
if L satisfies (K), then V(z — y) < Vo — Vy,
V(z —y) < Jz — 3y,
if L satisfies (K), then V((z — Vy) — Vy) = (Vo — Vy) — Yy,
9) if L satisfies (K), then V((z — Vy) — z) = (Vo — Vy) — Vz.
1)-

Proof. In here, the proof of statements (1)-(17) are similar to the proof of Proposition
3.5 in ([28]), so we just give the proof of statements (18) and (19).

(18) Assume the L-algebra satisfies (K). On the one hand, by (10), Proposition 1
and (13), we have V((z — Vy) — Vy) = I(z — Vy) — Yy > (Ve — Vy) — Yy =
(Vz — Vy) — Vy. On the other hand, by similar way, we have V((z — Vy) — Vy) =
Az = Yy) = Yy < V(z = Vy) - Yy < (Vo - Wy) - Vy = Vo — Vy) — Vy.
Hence, Y((x — Yy) — Vy) = (Vo — Yy) — V.

(19) It is verified by taking z := Vy in statement (18). O O

In any bounded L-algebra L, 0 is the smallest element, then for any = € L, it is
convenient to denote 2’ = x — 0.
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Proposition 9. Given an MBL-algebra (L, 3,V), then for any x,y € L, the state-
ments as follows are satisfied,

(1) Vo' < (Vz),

(2) (Vz)' = v(vz),

(3) (Iz)" = 3(Fx)" = va',

(4) (32) = V.

Proof. (1) It is immediate by Proposition 8(16).

(2) By Proposition 8(1), (MBL5) and (MBL3), (Vz)' = Vo — 30 = Iz — 30 =
V(Vx — 0) = V(Vax)'.

(3) By Proposition 8(1) and (MBL3), (3z) =32 — 0 = 3z — 30 = V(z — 30) =
V(z — 0) = V(). Further, by Proposition 8(1), 85(3), (MBL3) and (MBL5), we
have 3(3z) = I(Fz — 330) = I(V(x — 0)) = IV2’ = Va'!. Therefore, (z) =
I(3z) = V(2).

(4) By (MBL3) and Proposition 8(1), it is immediate. O O

Definition 15. ([1]) Let f : A — B and g : B — A are two order-preserving
mappings, where A and B are posets. We call the pair (f,g) a Galois connection
between A and B if fg > ida and gf < idp.

Proposition 10. Given an MBL-algebra (L, 3,V), then the pair (3,V) establishes
a Galois connection over (L, <).

Proof. By Proposition 8(2) and (MBL5), V3z = 3z > = = idy(z) and IVr = Vz <
x =1idp(z) for all z € L. Hence, (3,V) establishes a Galois connection over L. O [

For each MBL-algebra (L, 3,V), we denote
Ly ={x € L|3x =z} = {x € L|Vx = z}.

Example 8. It is obvious that Lgy = {0, x3,1} in Example 6.

The following proposition gives a characterization of L-subalgebra by Lgy and
some properties of Lgy.

Proposition 11. Given an MBL-algebra (L,3,V). Then the following statements
hold,

(1) Lay is a subalgebra of (L,—,0,1),

(2) VL = Lgy = 3L,

(3) If L3y, = ngvj,then di=djand V; =V, (i #7),
( ) If Im( ) = Im(Vj), then Vz‘ = Vj (2 75]),
(5) If Im(3;) = Im(3;), then 3; = 3; (i # j).
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Proof. (1) By Proposition 8(1), we know 0,1 € L3y and so Lay # (). Now we only
need to prove that the operation — is closed for Lgy. Assume z,y € Lzy. By
(MBL3), V(z — y) = V(r — Jy) = 3= — Jy = = — y, which means z — y € Lay.
(2) Assume y € VL, then there exists x € L s.t. y = Va. From Proposition 8(4),
Yy = YWz = Vo = y, that is y € Lgy. Conversely, if y € Lay, then y = Vy € VL.
Therefore, Lgy = VL. Similarly, 3L = Lgy.

(3) By Proposition 8(4), V;V;x = V;z, so V;z € L3y, = L3,y,, hence V;V;x = V;x
for all € L, which means V;V; = V;. Similarly, V;V; = V;. Further, by (MBL2)
and Proposition 8(14), Y,z = V;V;z < Vjz and Vjz = V;Vjz < V;z for each = € L.
Hence, V; =V}, then we have 3; = 3; by Proposition 8(8).

By statements (1) and (2), the statements (4) and (5) are immediate. O O

In what follows, we discuss the relationship between MBL-algebras and monadic
quantum B-algebras.

Definition 16. ([6]) Given a quantum B-algebra (X, <,—,~», u,3,Y) with unital
element u, we call (X,3,V) a monadic quantum B-algebra, if the following axioms
are satisfied, for any x,y € X,
(MQ@B1) z < Jx,
(MQB2) Vz < x,
(MQ@B3) ¥(x — Jy) = 3z — Jy, V(z ~ Jy) = 3z ~~ Jy,
(MQB4) ¥Y(3x — y) = Jz — Yy, V(3z ~~ y) = Tz ~~ Yy,
(MQ@B5) Iz = Vz,
(MQB6) Yu = Ju = u.
If X is commutative and integral, then we call (X, 3,V) a monadic commutative

integral quantum B-algebra.

Theorem 3. Every MBL-algebra that satisfies exchange rule is a monadic commu-
tative integral quantum B-algebra.

Proof. Let (X,3,V) be a MBL-algebra that satisfies exchange rule, then from
Proposition 5, it is a commutative integral quantum B-algebra. Moreover, axioms
(MQB1)-(MQB6) are directly obtained from (MBL1) to (MBL5) and Proposition
8(1), respectively. Therefore, (X, 3,V) is a monadic commutative integral quantum
B-algebra. O O

5 Monadic pre-ideals in monadic bounded L-algebras

In this section, we study monadic pre-ideal, maximal monadic pre-ideal and
prime monadic pre-ideal in MBL-algebras. Moreover, some characterizations of
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them are obtained from the point of universal quantifiers and existential quantifiers,
respectively. In addition, it is shown that the set of all monadic pre-ideals of MBL-
algebras is a lattice under the inclusion order C and an equivalent characterization
of it is obtained.

Definition 17. Given an MBL-algebra (L,3,V) and I € PI(L). We call I a
monadic pre-ideal if for all x € I, we have Vx € I.

In Definition 17, we call I a mazimal monadic pre-ideal if I is the maximal
pre-ideal of L. The collection of all monadic pre-ideals of (L,3,V) is denoted by
MPI(L).

Example 9. Given an MBL-algebra (L,3,V). Then Ker(V) = {z € L|Vz =1} €
MPI(L).

Example 10. Consider the Example 6, it is straightforward to verify that all of
the monadic pre-ideals in (L, 3,V) are {1}, {z3,1} and {0,z1,x2,23,1}. Further-
more, {x1,x9,x3,1} € PI(L) but {z1,x9,23,1} ¢ MPI(L) since Vx1 = Vzo =0 ¢
{1, 22, 23,1}

Given an MBL-algebra (L,3,V) and 0 # X C L, we denote (X)y as monadic
pre-ideal of L generated by X, i.e. (X)y is the smallest monadic pre-ideal of (L, 3,V)
containing X. Now we give a characterization of (X)y in the following proposition.

Proposition 12. Given an MBL-algebra (L, 3,V) satisfies (K), §# # X C L. Then

(X)y = {a € L | Va1 — (V22 = (Vg = -+ (Vam = @) +-)) = 1, for some z; €
X,n>1}.

Proof. The proof for it is similar to that of Theorem 1. O O

Proposition 13. Given an MBL-algebra (L,3,V), I, I;, Iy € MPI(L) and = ¢ I.
The following statements hold,

(1) if L satisfies (K), then (x)y ={a € L | V& S a=1, for somen > 1},

(2) if L satisfies exchange rule, then (I; U L)y = {a € L | Vi — (Vj — a) =
1, for some i€ 1,5 € Iy and n > 1},

(3) if L satisfies exchange rule, then (I U {z})y = {a € L | Vi — (V& 5 a) =
1, for some i€ I and n > 1}.

Proof. From Corollary 1, Theorem 2, Corollary 2 and Proposition 12, they are im-
mediate. O O
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Remark 3. From Remark 1, Remark 2(2), we note that the conclusions in Theorem
1, Corollary 1, Proposition 12 and Proposition 13(1) are also hold on CL-algebras
that introduced in reference [7].

Corollary 3. Given an MBL-algebra (L, 3,V) satisfies (K). Then for any x,y € L,
the statements as follows are satisfied,

(1) (Vz)v = (z)v,
(2) if z <y, then (y)vy C (x)y.

Proof. (1) By Propositions 8(4) and 13(1), it is immediate.
(2) By Propositions 8(14) and 13(1), it is immediate. O O

Proposition 14. Given an MBL-algebra (L, 3,V) that satisfies exchange rule, = €
Lay and I € MPI(L), then (IU{x}) € MPI(L).

Proof. Assume that a € ({I U {z}), then by Corollary 2, there exist some i € I
and n > 1 s.t. z'—>(a:—n»a):1. SinceieIandIEMPI(L),xf»aGI
and further, V(x 5 a) € I. Then there exists j € I s.t. V(z 5 a) = j. Hence
Jj— Y(z 5 a) = 1. Since z € Lay, then by Proposition 8(16) and Proposition 1,
V(xf»a)Sfo»Va:xﬁ»Va. Solzj—)V(xf»a)Sj%(xf»Va),whiCh
implies j — (z 5 Va) = 1, hence Va € (I U{x}). Therefore, (I U{z}) € MPI(L).
O O

Inspired by Proposition 14, the following proposition gives an equivalent charac-
terization of maximal monadic pre-ideal from the point of universal quantifiers and
existential quantifiers, respectively.

Proposition 15. Given an MBL-algebra (L, 3,V) that satisfies exchange rule, I €
MPI(L) and I is proper. Then the following statements are equivalent,

(1) I is maximal,

(2) for each x € L, Vx € I or (Vz) €1,

(3) foreach z € I, Ix € I or (3x) € I.

Proof. (1) = (2) Let I is maximal and there exists € L s.t. YV, (V)" ¢ I. Consider
the pre-ideal ({Vx} U I), it is proper since (V)" ¢ I. Moreover, from Proposition
14, ({Vz}UI) € MPI(L), so I C {({Vx} UI), which conflicts with the fact that I is
maximal.

(2) = (1) Suppose for any = € L,V € I or (Vx)' € I, but I is not maximal. Then
there is a proper monadic pre-ideal D s.t. I C D, i.e., there exists x € D but
x ¢ I. Therefore, Vo ¢ I but (Vz)' € I, so (Vz)’ € D. Moreover, since x € D and
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D € MPI(L), then Vx € D, which conflicts with the fact that (Vz)" € D.
(1) < (3) The proof is similar to the proof of (1) < (2). O O

The following theorem gives an equivalent characterization of monadic pre-ideals.

Theorem 4. ([7]) Given an MBL-algebra (L,3,V) satisfies exchange rule, I €
PI(L). Then we have equivalent statements as follows,

(1) I € MPI(L),

(2) 1= {11 Lay).

Now we introduce monadic simple bounded L-algebras and some equivalent char-
acterizations of them are given.

Definition 18. An MBL-algebra (L,3,V) is called simple if there are only two
monadic pre-ideals, which are L and {1}.

Theorem 5. Given an MBL-algebra (L,3,V) that satisfies (K). Then we have
equivalent statements as follows,

(1) (L,3,V) is simple,

(2) VL is simple,

(3) 9L is simple,

(4) Ly = {0,1}.

Proof. (1) = (2) Suppose (L,3,V) is simple, I € MPI(VL) and I # {1}. Now
we only need to prove that VL = I. Consider the set [; = {a € L | i — a =
1, for a certain i € I}. It is clear that 1 € I;. Now assume z,z — y € I;,
then there exist i1,i0 € I st. i3 — = l,io — (x - y) = 1. So i3 < z, then
r — y < i3 — y. Further, from 1 = is = (zv — y) < iz — (i1 — y), we have
i — (i1 = y) = 1 and hence y € I since I € M PI(VL). Then there exists a certain
i € Ist. y=1i, we have i — y = 1, which implies y € I;. Therefore, I; € PI(L).
Moreover, if € I;, then there exists i € I s.t. i — = = 1. By Proposition 8(16),
1=V(i »x) <Vi—Vo=1i— Vasince i € VL. So i — Vo = 1, which implies
Vx € I;. Therefore, I; € MPI(L). Since (L,V,3) is simple and I C I;, I; # {1}, we
have I, = L. So 0 € I;, hence I = VL, which means VL is simple.

(2) = (1) Let I € MPI(L), then I NVL € MPI(VL), hence I NVL = {1} or
INVL=VL.

(i) If INVL =VL, then VL C I and, since 0 € VL, we can get that I = L.

(ii) If INVL = {1} and « € I, then Vx € I NVL, so Vz = 1, that is, x = 1(if = # 1,
which conflicts with VL is simple), so I = {1}. Then we conclude that (L,V,3) is
simple.

(2) < (3) Since VL = 3L by Proposition 11, it is immediate.
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(2) < (4) Since VL = L3y by Proposition 11, it is immediate. O O

Theorem 5 offers a way to check whether an MBL-algebra is simple. As an
application, we can use it to verify that the MBL-algebra in Example 7 is simple
since Lay = {0, 1}.

In what follows, the concept of prime monadic pre-ideal of MBL-algebras is
presented. Moreover, we get that each maximal monadic pre-ideal is prime.

Definition 19. Given an MBL-algebra (L,¥,3), I € MPI(L) and I # L, we call
I prime monadic pre-ideal, if for all Iy, Is € MPI(L) s.t. 1 NIy C I, then I C I
orly C1I.

Example 11. In Example 10, we can check that {x3, 1} is a prime monadic pre-ideal
of (L,V,3).

Proposition 16. Given an MBL-algebra (L,3,V). I € MPI(L) and [ is maximal,
then [ is prime.

Proof. Let I1,Iy € MPI(L) with Iy NI C I. If I € I, then I} = L since I is a
maximal monadic pre-ideal, it follows that Iy NIy = L N Iy = Iy C I. Therefore, I
is prime. O [

In what follows, we prove that the collection of all monadic pre-ideals of an L-
algebra is a lattice. Further, the isomorphic relation between lattice (M PI(L), A\, V)
and lattice PI(Lzy) is discussed.

Proposition 17. Given an MBL-algebra (L, 3,V) that satisfies exchange rule. For
any I1,I € MPI(L), we define [ Al = 1 N1y, I VI, = <Il U 12>v. Then
(MPI(L),A,V) is a lattice under the inclusion order C.

Proof. Assume that {I;};ck is a family of monadic pre-ideals of (L, 3,V). Obviously,
according to Proposition 13(2), the infimum is AjexI; = NjekxI; and the supermum
is Viexl; = {a € L | Yij, — (Vij, — ---(Vij,, = a)---) = 1, for some ij, €
I, jx € K}. Therefore, (MPI(L),A,V) is a lattice under the inclusion order C.
a O

Theorem 6. Given an MBL-algebra (L, 3,V) that satisfies (K). Then (M PI(L),
A, V) is isomorphic to the lattice PI(Lgy) (that is, the set of all pre-ideals of bounded
L-algebra Lay).

Proof. Consider the mappings ¢ : M PI(L) — PI(L3y) given by ¢(I) = I N Lay,
for any I € MPI(L), and ¢ : PI(L) — MPI(L) given by ¢(J) = (J)y, for
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any J € PI(L). Then we can check that ¢ and 1 are well-defined. Next, for any
I € MPI(L) and J € PI(Lay), from the definition of ¢ and 1, it is easy to verify
that p(¢(J)) = J and ¢¥(¢(I)) = I. Moreover, if Ji, Jo € PI(Lay) s.t. J; C Ja, then
(J1)y C (J2)y, which means 1(J;) C ¢(J2). On the other hand, if I1,Io € MPI(L)
s.t. Iy C Iy, then I1 N Lgy C I3N L3y, which means ¢(I7) C ¢(I3). Then we conclude
that (M PI(L), A, V) is isomorphic to PI(Lzy). O O

6 Relations between monadic bounded self-similar L-
algebras and other related monadic algebras

Relations between monadic bounded self-similar L-algebras and other monadic
structures are discussed in this section, such as monadic (left) hoops, monadic Wa-
jsberg hoops and monadic MV-algebras. Moreover, we obtain a characterization of
monadic bounded L-algebras and monadic bounded self-similar L-algebras by rela-
tively complete subalgebras and m-relatively complete subalgebras, respectively.

In order to investigate monadic bounded self-similar L-algebras, we give the
following propositions of self-similar L-algebras.

Proposition 18. Given a self-similar L-algebra (X, —,-,1). Then for any z,y, z €
X, the statements as follows are satisfied,

D y<zer<y—z,

2) (z—=y) =@y y<y,

B)ifx <y, thenzx-2<y-z

(4) if X satisfies (K) and x <y, then z -z < z -y,

(5) if X satisfies (K), then (y — 2) - (z = y) <z — 2,

6)r—y=x-2—y-=2

Proof. The statements (1), (2), (3) and (6) are directly obtained from Proposition
2(2).

(4) Assume X satisfies (K) and = < y, then by Proposition 1, we have z = y —
z-y<x—z-y. Hence, z-x < z- 9.

(5) Assume X satisfies (K), then by Proposition 7, it is valid. O O
Proposition 19. Given a bounded self-similar L-algebra (X, —,-,0,1). Then for
any x € X, the statements as follows are satisfied,

Dz-1=1-z=ux,

(2)z-0=0-z=0.

Proof. (1) By Proposition 2(2), z-1 -z =2 — (1 - x) = ¢ — = = 1, that is
x -1 < z. Moreover, by Proposition 18(1), x <1 — z-1 =z -1. Hence, z -1 = z.
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Similarly, 1 -z = z.
(2) Since x <1 =0 — 0, we have z -0 < 0 and thus = - 0 = 0. Similarly, 0 -z = 0.
O ]

Definition 20. Given a bounded self-similar L-algebra (X, —,+,0,1). Then we call
(X,—,-,0,1,3,V) ((X,3,Y) for short) of type (2,2,0,0,1,1) a monadic bounded self-
similar L-algebra (MBSL-algebra for short) if for any z,y € X, it satisfies axioms
(MBL1)-(MBLS5).

Moreover, we call an MBSL-algebra strong if it satisfies the axiom

(MBL6) 3(x - x) = Jx - J.

Proposition 20. Given an MBSL-algebra (X,3,V). Then for any z,y € X, the
statements as follows are satisfied,
(1) 33z - Jy) = Jz - Ty,

(2) V(3 -

(3) V(Vz - Vy) = Vx - Yy,
(4) I(Vx - Vy) = Vx - Vy,
(5) 3(Fz A Jy) = Jz A Ty,
(6) V(z ANy) = Vx AVy.

Proof. (1) By (MBL1), 3z - Jy < 3(3x - Jy). Moreover, since Iz < Jy — Jx - Jy,
then Jxr = Vdzr < V(3y — 3z - Jy) = Jy — V(3z - Jy) by Proposition 8(2), 8(14)
and (MBL4), which means 3z - Jy < V(3z - Jy). Further, by (MBL5) and (MBL2),
33z -Ty) < IVEz - Ty) =V 3z - Jy) < Jz - Jy.

(2) By (1) and Proposition 8(8), it is immediate.

(3) By (MBL2), V(Vz - Vy) < Vz - Vy. Moreover, since Vo < Yy — Vz - Vy, then
Vo =Wz < V(Vy — Vz -Vy) = Vy — ¥(Vz - Vy) by Proposition 8(4), 8(14) and 8(7),
so Vx - Vy <V(Vz - Vy).

(4) It is immediate by (3) and Proposition 8(8).

(5) On the one hand, 3(3x A Jy) > Tz A Jy. On the other hand, by Proposition 8(3)
and 8(7), we have 3(3x A Jy) < 33z = Iz and I(3x A Jy) < 33y = Ty, which means
3(3xz A Jy) < Jz A Jy. Therefore, I(3x A Jy) = Jz A Jy.

(6) By (MBL5) and Proposition 8(9), 3(VxAVy) = 3(IVeAIVy) = VxAVy. Hence, by
Proposition 8(8), (MBL2) and Proposition 8(10), we can get V(Vax AVy) = Ve AVy <
V(z Ay) < Va AVy. Therefore, V(z Ay) =V AVy. O O

Proposition 21. Given an MBSL-algebra (X,3,V) that satisfies (K). Then the
statements as follows are satisfied, for any z,y € X,
(1) 3z -Vy < 3(z-y), Vo -y < 3(z-y),
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(2) 33z - y) = 3z - Jy = 3(x - Jy),
(3) AV - y) =V - Jy, I(z - Vy) = Tz - Vy,
(4) Vo -Vy <V(z-y) <3(z-y) <3z Jy.

Proof. (1) From (MBL2) and Proposition 18(4), = - Vy < x -y, then by (MBL1) and
Proposition 1, 1 =z -y —» 3(x-y) < z-Vy — V(z-y), so x < Vy — I(z-y). Hence,
by Proposition 8(2) and 8(13), 3z < 3(Vy — 3(z - y)) = 3I(Vy = V3I(z - y)) = Vy —
A(z - y), that is, 3z - Vy < I(x - y). Similarly, we can get V- Jy < I(z - y).

(2) By (1), we can get 3z-Jy < I(3z-y) and Jz-Jy < I(z-3y). Further, Jz-y < Jz-Jy
and x - Jy < Jz - Jy yield I(Fz - y) < Iz - Jy) = o - Jy and I(z - Jy) < 3z - Jy by
Proposition 20(1).

(3) By (2), it is immediate.

(4) By (MBL2), Proposition 18(3) and 18(4), Vz - Vy < x - y, then by Propositions
20(3) and 8(14), V(Vz - Vy) = Vo - Vy < V(z - y). Further, by Proposition 20(3),
(MBL1) and (MBL2), Vz - Vy < V(z -y) < 3(z -y). Finally, again using (MBL1),
Proposition 18(4) and Proposition 20(1), we have 3(z - y) < 3z - Jy. O O

In what follows, we introduce the concepts of relatively complete subalgebras
and m-relatively complete subalgebras of self-similar L-algebras. Moreover, a char-
acterization of MBL-algebras and MBSL-algebras is obtained by relatively complete
subalgebras and m-relatively complete subalgebras, respectively.

Definition 21. Given a self-similar L-algebra (X,—,-,0,1) and A C X is a sub-
algebra. We call A relatively complete if for any v € X, min{a € A | z < a}
and maz{a € A | x > a} exist. A relatively complete subalgebra A of X is called
m-relatively complete if for any x € X and a € A with x-x < a, there exists b € A,
st.z<bandbdb-b<a.

We denote the collection of all relatively complete subalgebras and m-relatively
complete subalgebras of X as RC(X) and mRC(X), respectively.

Example 12. If (X, 3,V) is an MBL-algebra, then X3y € RC(X). Indeed, if x € X
and a € Xgy with 2 < a, then x < a = Ja iff 3z < Ja = a by Proposition 8(7),
which means 3z = min{a € Xgy | * < a}. Similarly, Va = a < z iff a = Va < Vz,
which means Vo = maxz{a € X3y | z > a}. Hence, X3y € RC(X).

Example 13. If (X,3,V) is an MBSL-algebra that satisfies (K), then X3y €
mRC(X). Indeed, from Example 12, X3y € RC(X). Now suppose x € X and
a € Xgy, st. x-x <a,thena=3a > Iz -2z) =3z Iz > x-2x. Taking b = Jz in
Definition 21, then X3y € mRC(X).
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Theorem 7. Let (X,3,V) is an MBSL-algebra that satisfies exchange rule, A €
RC(X). If we denote Fq4x = min{a € A |z < a} and Yazr = maz{a € A |z > a}
for any x € X, then (X,34,V4) is an MBL-algebra.

Proof. (1) Obviously, 342 = z and Vax = z for any z € X, and 34, V4 are isotone.

(2) Since x < Fgx and Vax < z for any x € X, then v — Jqz =1l and Vaz — = = 1.
Hence, (MBL1) and (MBL2) are true.

(3) Let z,y € X, since A is a subalgebra of X and Jaz, 34y € A, Jqz — J4y € A.
Further, from 42 — 34y < © — J4y, we have Jyz — Jpyy € {a € A|a <z —
Jay}. Since a,34y € Aand A C X, a — J4y € A. Then for each a < z — Jay,
exchange rule yields 34z < J4(a — Jay) = @ — Jay. Hence, a < gz — Jay,
which means maz{a € A | a < x — 4y} = Jax — Jay. Therefore, Vo(z —
J4y) = Jax — Jay, thus (MBL3) is satisfied.

(4) From Vay < y, we have Jqx — Vay < Jaz — vy, so Jaz — Vay € {a €
Ala < dpxr -y}, Ifae Ast. a < Jqz — y, then a- gz < y. Since
a-Jpx € A a-Fax =Va(a-Jax) < Vay, hence a < Fpx — Vay, which means
maz{a € A |a < 3Jgx — y} = Jax — J4y. Therefore, V4(Iax — y) = Jax — Vay,
thus (MBLA4) is satisfied.

(5) Since Vax € A, I4Vax = Vgx, thus (MBL5) is satisfied.

Then we conclude that (X, 34,V4) is an MBL-algebra. O O

Corollary 4. Given an MBSL-algebra (X,3,V) that satisfies exchange rule, A €
mRC(X). If we denote g2 = min{a € A|x < a} and Vaz =maz{a € A |z > a}
for any x € X, then (X,34,V4) ia an MBSL-algebra.

Proof. From the proof in Theorem 7, we only need to prove (MBL6) is satisfied.
Since z-x < J4x - gz, then F4(x - x) < Fqx - Faz by Proposition 20(1). Moreover,
again since x - x < J4x - J4x and J4x - Jax € A, then there exists a € As.t. z < a
and a-a < Jgx-Jgz. Sox-x < a-a < Jgx-Jaz. Therefore, I4(x-z) = Jqz - 4z,
thus (MBL6) is satisfied. Then we conclude that (X,34,V4) is an MBSL-algebra.
O L]

In what follows, we study the relations between MBSL-algebras and other
monadic structures, such as monadic bounded (left) hoops, monadic Wajsberg hoops
and monadic MV-algebras.

Definition 22. ([28]) Given a bounded hoop (H,-,—,0,1). Then we call (H,-,—
,0,1,3,V) of type (2,2,0,0,1,1) ((H,3,V) for short) a monadic bounded hoop if for
any x,y € H, the statements as follows hold,

(M1) 2 —» Jx =1,
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(M2) Vo — z =1,

(M3) Y(z — Jy) = (= — Jy),
(M4) V(3x — y) = (3= — Vy),
(M5) IVz = Ve,

(M6) V(z - z) = Vo - Va.

In Definition 22, if (H,-,—,0,1) is a bounded left hoop, then we call (H,3,V) a
monadic bounded left hoop.

Theorem 8. ([15]) Every self-similar L-algebra is a left hoop.

Remark 4. If the self-similar L-algebra X satisfies exchange rule, that is, x — (y —
z) =y — (x — z), then X becomes a hoop. Indeed, if X satisfies exchange rule,
then by Proposition 2(2), we have z -y — z =y - & — 2, which means z -y =y - z.
Hence, the binary operation - on X is commutative, so X becomes a hoop.

Theorem 9. Given an MBSL-algebra (X, 3,V) that satisfies (K). Then (X, 3,V) is
a monadic bounded left hoop if for any z € X, V(z - z) < Vz - Va.

Proof. From Theorem 8, X is a bounded left hoop. Moreover, axioms (M1) to
(M5) are consistent with (MBL1) to (MBL5), respectively. So we only need to
verify (M6). From Proposition 18(3) and 18(4), we have Vz - V& < z - 2 and hence
Va - Vo = V(Vx - V) < V(z - ) by Proposition 20(3). Therefore, (M6) is true. Then
we conclude (X, 3,V) is a monadic bounded left hoop. O O

Corollary 5. Given an MBSL-algebra (X, 3,V) that satisfies exchange rule. Then
(X,3,V) is a monadic bounded hoop if for any =z € X, V(z - z) < Vz - Vz.

Proof. From Remark 3 and Theorem 9, it is immediate. O

Definition 23. ([4]) Given a Wajsberg hoop (H;-,—,1) with a unary operator ¥V
(an universal quantifier). We call (H,V) monadic Wajsberg hoop if the statements
as follows hold, for any x,y € H,

(MH1) ¥1 = 1,

MH3) ¥((z — Yy) — Yy) = (Vo — Vy) — Yy,

(MH2)

(MH3)

(MH4) V(z — y) — (Vx — Vy) =1,

(MH5) V(Vz — Yy) = Vo — Vy,

(MH6) V(x - x) = Va -V,

(MH7) V((z — Yy) — x) = (Vo — Yy) — Vz,
(MHS) V(z Ay) =Va AVy,

(MH9) V(Vz - Vy) = Vz - Vy.
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Remark 5. From the proof of statements (18) and (19) in Proposition 8, we can
get that (MH3) = (MH7). So we can say that a Wajsberg hoop (H;-,—,V, 1) is
called a monadic Wajsberg hoop if for any z,y € H, axioms (MH1)-(MH6), (MHS)
and (MH9) are hold.

Proposition 22. Every self-similar L-algebra that satisfies (C') and exchange rule
is a Wajsberg hoop.

Proof. From Remark 3 and Definition 6, it is immediate. O O

Theorem 10. Given an MBSL-algebra (X, 3,V) that satisfies (C) and exchange
rule. Then (X, 3,V) is a monadic Wajsberg hoop if for any x € X, V(z-x) < Vz -Vaz.

Proof. From Proposition 22, X is a Wajsberg hoop. Moreover, axioms (MH1)-
(MH5), (MH8)-(MH9) are consistent with Proposition 8(1), (MBL2), Proposition
8(18), 8(16), 8(11), Proposition 20(6) and 20(3), respectively. And the proof of
(MHG6) is similar to Theorem 9, so we omit it. O O

Definition 24. ([8, 9]) Given an MV-algebra M with a unary operator ¥ (an uni-
versal quantifier). We call (M,Y) monadic MV-algebra if for any x,y € M, the
statements as follows are satisfied,

(A1) z > Va,

(A2) Y(z ANy) =V AVy,
(A3) V(Vz) = (V)

(A4) Y(Vx - Yy) =V - Yy,
(AD) V(z - x) = Vx -V,
(A6) V(z & x) = Vz & Va.

From Propositions 4 and 22, we have the following corollary.

Corollary 6. Every self-similar L-algebra that satisfies (C) and exchange rule is an
MV-algebra.

Given a bounded self-similar L-algebra (X, -, —,0, 1), for any x,y € X, we define
x-y=(x—1vy). Then (X,-/ 1) is an MV-algebra, where 2’ =z — 0 ([31]). For
any bounded self-similar L-algebra X and x € L, besides the operation 2’ = 2 — 0,
we also define z &y = (2' - ).

Theorem 11. Given a strong MBSL-algebra (X,3,V) that satisfies (C) and ex-
change rule. Then (X,3,V) is a monadic MV-algebra if for any z € X, V(z - x) <
Va - V.
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Proof. From Corollary 6, X is an MV-algebra. Moreover, axioms (Al)-(A4) are
consistent with (MBL2), Propositions 20(6), 9(2) and 20(3), respectively. The proof
of (Ab) is similar to Theorem 9. So we only need to prove (A6). From Proposition
9(3), (MBL6) and Proposition 9(4), we can get V(z®x) = V((2'-2")) = (3(2"-2"))" =
(F2'-32") = (32') @ (F2') = Va@®Vx. Therefore, (X,3,V) is a monadic MV-algebra.
a O

7 Conclusion

As we all known, many monadic algebras have been researched in the litera-
ture. Inspired and based on this, we spread the notion of monadic operators to
a more general algebraic structure, namely L-algebras. As we said in introduc-
tion, L-algebras are also logical algebras. So in the next work, we will discuss the
construction, properties and completeness of monadic formal deductive system cor-
responding to monadic L-algebras class, so as to expand the research of L-algebras
and corresponding logic system.
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Abstract

We mainly focus on studying ideals on pseudo equality algebras. Firstly, we
introduce the concept of ideals on pseudo equality algebras and provide some
examples. We discuss their related properties and give the equivalent charac-
terization of ideals. Next, we explore the relationships between ideals and filters
on pseudo equality algebras under certain conditions and study the generation
formula of ideals on involutive pseudo equality algebras. Then we induce con-
gruence relations by ideals and construct the quotient structures. In addition,
we introduce the concept of prime ideals on pseudo equality algebras and re-
search their related properties. We provide the equivalent characterizations of
prime ideals. We prove that if a pseudo equality algebra is a chain, then each
proper ideal is a prime ideal, but the converse is not true. Finally, we introduce
the concept of maximal ideals on pseudo equality algebras and discuss the re-
lationships between maximal ideals and prime ideals.

Keywords: Pseudo equality algebra; ideal; congruence; prime ideal

1 Introduction

In recent years, the study of fuzzy logic has become a hot topic in information science
research, and fuzzy logic research is inseparable from logic algebra. Various logic
algebras have been introduced and studied as non-classical logic semantic systems,
such as residuated lattice [18], BL-algebras [11], MV-algebras [2] and Weak Pseudo
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EMV-algebras [8]. In order to develop the truth algebraic structure of fuzzy type
theory, V. Novdk and B.De Baets [15] proposed a new logical algebra named EQ-
algebras in 2009. EQ-algebras have three fundamental operations, meet operation A,
product operation ® and fuzzy equality operation ~, implication — can be induced
by fuzzy equality operation ~. As soon as EQ-algebra was founded, it attracted
the attention and research of many scholars at home and abroad, and obtained
many important conclusions [9, 1, 20]. However, it was founded that the product
operation in EQ-algebra was still an EQ-algebra after being replaced by another
smaller binary operation. Therefore, S. Jenei [12] proposed a new algebraic structure
named equality algebras in 2012. Compared with EQ-algebra, equality algebra has
no product operation. As a generalization of equality algebras, Jenei [13] put forward
the concept of pseudo equality algebras and proved that the pseudo equality algebras
and the pseudo BCK-meet-semilattices are equivalent in 2013. In 2014, Ciungu [4]
discovered a gap in the above equivalence proof of [13], gave a counterexample and
the correct version of the theorem. In addition, Dvurecenskij and Zahiri [7] proved
that each pseudo equality algebra in [13] is equality algebra and introduced a new
version of pseudo equality algebras in 2016. From a logical point of view, the study
of equality algebras and pseudo equality algebras is meaningful and can also enrich
the general algebraic system, pseudo equality algebras are not the same as other
algebraic systems, and as a generalization of equality algebras, the introduction of
~ will further restrict the pseudo equality algebras.

Ideals are an important way to study logical algebras. Many logical algebras have
proposed the concept of ideals, for example pseudo-MV algebras [10], pseudo-hoop
algebras [19] and equality algebras [16]. Georgescu and Iorgulescu [10] proposed the
concept of ideals on pseudo-MV algebras and introduced prime ideals and normal
ideals, which have been proven to be effective in studying the structural properties of
pseudo-MV algebras. In addition, Wenjuan Chen [5] studied ideals and congruence
relations on quasi-pseudo-MV algebras. Fei Xie and Hongxing Liu [19] studied
ideals on pseudo-hoop algebras, induced the congruence relations by ideals, and
constructed quotient structures. Jie Qiong Shi and Xiao Long Xin [17] introduced
the concept of ideals on EQ-algebras, studied relevant properties and equivalent
characterizations. They [17] also discussed the properties and relations of implicative
ideals, primary ideals, prime ideals and maximal ideals. Akbar Paad [16] introduced
the concept of ideals on bounded equality algebras and studied relevant properties.
Furthermore, Paad [16] introduced prime ideals and Boolean ideals on bounded
equality algebras. We find that the concept of ideals has not be introduced on the
pseudo equality algebras, and there are few examples of pseudo equality algebras,
which may bring difficulties in study the algebraic structure of logic systems. The
pseudo equality algebra is a simplification of the equality algebra, and we would like
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to investigate the differences between the two algebraic structures by studying the
differences in ideals.

This article is structured as follows: In Section 2, we review some concepts
and relevant properties of pseudo equality algebras. In Section 3, we introduce the
concept of ideals, give several examples of pseudo equality algebras, and provide the
equivalent characterization of ideals and generating formula. We also discuss the
relationship between ideals and filters of pseudo equality algebras. In addition, we
induce the congruence relations by ideals. In Section 4, we introduce prime ideals
and maximal ideals, provide equivalent characterizations of prime ideals, and discuss
relevant properties.

2 Preliminaries

Below are the definitions and basic results of pseudo equality algebras.

Definition 2.1. [14] An algebra M = (M, N\, ~,~, 1) of type (2,2,2,0) is said to be
a pseudo equality algebra (or a JK-algebra) if it fulfills the following conditions, for
each s, t,w € M,

(M1) (M, A, 1) is a meet-semilattice with top element 1,

(M2) s~s=sws=1,

(M3) s~1=1ws=s,

(M4) s <t < w impliess ~w <t ~ws~w<s~twws < wtand
wWws<tans,

(M5) s~t<(shw)~({tAw) and s ~t < (s Aw) « (tAw),

(M6) s~t<(w~s)n(w~t)and st < (sww)~(t-w),

(M7) s~t<(s~w)~(t~w)and st < (wws) o (wt).

We refer to ~ and « as pseudo equality operations and A as the meet operation.
We define s < t, for all s,t € M, by s At = s. Two unary operations are defined,
sT=58—>0,8" =5~ 0, forall s € M. Also, we define two other operations, called
implications,

s—=>t=(sAt)~s,
s~t=sw(sAt).

Definition 2.2. [14, 3] Let M be a pseudo equality algebra. For all s,t € M, we
call M 1is,
(1) bounded if there is an element 0 € M, 0 < s,

~

(2) involutive if s~~ = 8,57~ = s,
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(3) good if s~ =s~7,
(4) symmetric if s ~t =1~ s.

Proposition 2.3. [14] Let M be a pseudo equality algebra. For all s,t,w € M, the
following properties hold,

(M8) swnt<s~tandt~s<s—t,

(M9) 5 < ((w ~ ) = w) A (W ~ (5~ w)),5 < (5 ) ~ (1 w)) A ((w o~ 1) n
(W s)),s 21 < ((s v w) ~w)A((w e s) ~(wa1)1l~s < (we (w~

8)) A (L~ w) ~ (s ~w)),

(M10) s ~t=1ort~s=11imply s <t,

(M11) s ~t =1 impliesw ~s <w~tand s ~t=1impliest ~w < s~ w,
(M12) s<tiff s—>t=11iff s~t=1,
(M13)8W1—SWS—S—)S—S—)1—1 l~ws=sandl— s=s,
(M14) s < (t = s) A (t ~ s),

(M15) s < ((s = t) ~t)A((s~1t)—=1),

(M16)s—>t<(t—>w) (s > w) and s ~t < (t ~ w) — (s ~ w),
(M17) s <t — w iff t < s~ w,

(M18) s = (t ~ w) =t ~ (s = w),

(M19) t > s<(tAw) = (sAw) andt~ s < (tAw)~ (s A\w),
(M20) s >t=s5— (sAt) and s ~t =35~ (sA\t),

(M21) 1~s=s5w1,

(M22) if s <t, then s < (t «~s)A(s~1),

(M23) snt<l~(tws)ands~t<1l~ (t~s),

(M24) t <w implies s >t <s—w and s ~ 1t < s~ w,

(M25) t <w impliesw — s <t — s and w~> s <t~ s.

Definition 2.4. [1/] Let M be a pseudo equality algebra and J C M. J is called a
filter, if for all u,v € M, it fulfills the following,

(1) 1eJ,

(2) seJ,s<timplyteJ,

(3) s,s~teJ implyteJ.

Condition (3) is equivalent to the condition,

(3) s, t~seJimplyteJ.

Define the set of all filters of M by F'(M).

Proposition 2.5. [1}] Let M be a pseudo equality algebra. The following conditions
are equivalent,

(1) J € F(M),

(2) for alls,t e M, 1€ J and s,s -t e J implyteJ,
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(3) for all s,t e M, 1€ J and s,s~t e J implytec J.

Definition 2.6. [1}] Let M be a pseudo equality algebra and M # K € F(M). If
foralls,te M,s—wte K ort—seK,s~te K ort~se K, then we call K
a prime filter.

Proposition 2.7. [14] Let M be a pseudo equality algebra. For all s,t,w € M, the
following properties hold,

(1) s—=t<(w—s)—(w—t),

(2) s~ t < (w~8)~ (w~t).

Definition 2.8. [14] A lattice pseudo equality algebra is a pseudo equality algebra
in which (X, <) is a lattice, as well.

Proposition 2.9. [1/] Let M be a lattice pseudo equality algebra. For all s,t,w €
M, the following properties hold,

(1) For all indexed families {s;}icr in M, we have (Vicrs;) — t = Nier(s; — t) and
(Viersi) ~ t = Nier(si ~ t), provided that the infimum and suprimum of {s;}ier
exist in M,

(2) (sVt) sw=(s—=>w)A(t—=w) and (sV 1)~ w= (s~ w)A(t ~w),
(B)s—=t=(sVt)—>tand s~t=(sVt)~t.

Proposition 2.10. Let M be a lattice pseudo equality algebra. For all s,t € M, the

following properties hold,
(1) s<s ™, s< 8™,

()(s\/t) =s AtT,(sVit)Y =87 ALY,
() _’S =S _N7
(4) (s~ —>t) =5 ST, (8T )T =8 e 1.

Proof. (1) By (M15), s < ((s = 0) ~ 0) A ((s ~ 0) = 0) = s~ A s~ then we
s<s 7, s < 8.

(2) By Proposition 2.9(2), (s Vt) > w = (s > w) A (t = w), (Vi) ~w= (s~
w)A(t ~» w). Thus (sVt)" = (s > 0)A(t = 0) =s" At7,(sVE)Y = (s~ 0)A(t ~
0) = s~ At™.

(3) By (M25) and (M18), s~ < s7,s7 ~» s~ =5~ — s~ = 1. Then

—_—~— ~—rv

sT<s T, =s . Similarly, we get that s~ = s

(4) By (1), s= — t~ _(s‘—>t )~~. By (M18), ( —>t )T e (8T ) =
s~ —>((*—>t*)wfwt*):s*—>(t—>(s* t)) =5 = (t = (s7 —
t)):s_—>((s_—>t_)wt_):(s_ 1) ~ (_—> ~) = 1. Thus (s~ —
t7)~" < s — t—. Therefore, (s= — t7)~ = s~ — t~. Also, we can prove
(8™~ t7) T = 8™ e 7 O

331



ZHAOPING LU AND XIAOLONG XIN

Definition 2.11. [14] Let M be a pseudo equality algebra. For all s,t € M, if
1 is a unique upper bound of the set {s — t,t — s} and {s ~ t,t ~ s}, i.e.,
(s=t)V(t—s)=1=(s~1t)V(t~s), then we call M is prelinear.

Proposition 2.12. [14] Let M be a prelinear pseudo equality algebra. For all s,t €
M, the following properties hold,

(1) (sAt) 2w=(s—=w)V(t—=>w) and (SAt) ~w= (s~ w)V (t ~ w),

(2)s—= (tAw)=(s—=t)A(s = w) and s~ (t Aw) = (s~ 1) A (s~ w).

Definition 2.13. [7] Let M be a pseudo equality algebra and g € M. The g is called
invariant, if it fulfills the condition,

g <t impliesg~t=1=t~g forallt e M.

3 Ideals on pseudo equality algebras

In this section, we will introduce the definition of ideals and their generating formula,
as well as discuss the relationships between ideals and filters. Additionally, we will
derive congruence relations by ideals.

Definition 3.1. Let M be a bounded pseudo equality algebra, @ #T C M. The T
1s called a left ideal, if it fulfills the following conditions,
(MT1) for every s,t € M, s<tandt €T implyseT,
(MT?2) for every s,t €T, s~ —-teT.
T is called a right ideal, if it fulfills the following conditions,
(MT1) for every s,t € M, s<tandteT implyseT,
(MT3) for every s,t €T, s ~teT.
If T is the left ideal of M and also the right ideal of M, we call T an ideal of M.

Suppose that M is a pseudo equality algebra. Denote the set of all ideals of M
by I(M). If M #T € I(M), then T is said to be a proper ideal.

Example 3.2. [7] Let M = {0,1, 7,1} be a chain with0 < i < j < 1. The operations
wand ~ on M given as follows,

Table 1: Cayley table for the binary operation “~"

e e ) =)
= ] S,
—_ N S O =

0
i
J
1
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Table 2: Cayley table for the binary operation “«'

“~ 10 ¢ 35 1
0j1 1 1 1
i 7 1 1 1
710 2 1 1
110 ¢« 45 1

After calculations, we can observe that M is a JK-algebra. Th = {0}, To = {0, i}
and M are the ideals.

Let {T : A € A} be a family of ideals, then NycpT) is an ideal, however Uyecp Ty
is not necessarily an ideal in general.

Example 3.3. Let M = {0,4,j,1} in which the Hasse diagram and the operations
v and ~ on M given as follows,

AN
\,/

Figure 1: Hasse Diagram of M

Table 3: Cayley table for the binary operation “~"

~ |0 7 45 1
01 5 ¢« O
g 1 5 i
Jli g 1 g
110 ¢« 45 1
“~ 10 ¢ 35 1
011 4 1
g 1 5 i
jle &+ 1 3
110 ¢ 45 1
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Table 4: Cayley table for the binary operation “-"

After calculations, we can observe that M is a JK-algebra. Ty = {0}, To = {0,i},
3 =1{0,4} and Ty = M are the ideals. But Ty UTy = {0,1,7} is not an ideal, since
YNoj=j—j=1¢T1UTryand jT ~i=i~i=1¢ T UTh.

Example 3.4. Let M = {0,1,j,k, 1} in which the Hasse diagram and the operations
wand ~ on M given as follows,

/\
\/

0

Figure 2: Hasse Diagram of M

Table 5: Cayley table for the binary operation “~"

[ T S = e}
— = ] S,
—_— N = . O,
—_ L L e
e e =l

O =1

O RS =IO
SRS T o B e BN
ol e
e e

O =]
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Table 6: Cayley table for the binary operation “"

After calculations, we can observe that M is a JK-algebra. Th = {0}, To = {0, i}
are the ideals. T3 = {0,4,7} is not an ideal, since j~ — j =37 — j=1¢ T3 and
j- =0~ j=1¢Ts. Ty={0,i,k} is not an ideal, since kK~ - k=a — k =
1¢T4 and k= ~k=j~k=%keTy.

Theorem 3.5. Let M be a bounded good pseudo equality algebra and T C M. Then
T € I(M) iff it fulfills the following conditions,

(MT4) 0 €T,

(MT5) for every s,t € M, s €T and (s~ ~t" )~ €T implyt €T.

T € I(M) iff it fulfills (MT4) and the condition,

(MT6) for every s,t € M, s €T and (s~ = t~)" €T implyt € T.

Proof. (=) Suppose that T' € I(M). Since @ # T C M, then there exists s € M,
such that s € T. Since M is bounded, then we have 0 < s. By (MT1), 0 € T.
Assume that s, (s™ ~ t7)~ € T. By (MT2), (s~ — (s~ ~»t7)~) € T. By (M18),
((sT~t7)~s~)eT.

t— (87t )~s™) =

By (M12),t < (s™ ~»t7) ~ s~~. By (MT1), we can get that t € T
(<) Let s<tandt €T, for s,t € M. Thent~ < s, thus (t~ ~ s )" =0¢€T.
Since t € T and (MT5), we have s € T. If s~ € T and T € I(M), then s € T' by
Proposition 2.10. Let s € T, by (M12),(M13) and (M15), (s~ — s~ )" =1~ =
0 € T, we conclude that s~~ € T. Let s,t € T, by (M15) and (M16),

(=~ (" =t)7) < ((s™=t)~t)” <s™.

Since s € T, we have s~ € T and so (t~ ~ (s~ — t)7)” € T. By (MT2),
s~ — t € T. Similarly, by (MT3), we get that (MT6). O

Let (M,A,~,~,1) be a bounded pseudo equality algebra and @ C M. We
denote,

D(Q) ={s € M[s” € Q}, BE(Q) = {s € M|s™ € Q}
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Proposition 3.6. Let M be a bounded pseudo equality algebra. Then the following
hold,

(1) if M is good and T € I(M), then D(T) and E(T') are the filters of M,

(2) if M is involutive and J € F(M), then D(J) and E(J) are the ideals of M.

Proof. (1) By (MT4),0€ T. Since1 =07, we have 1 € D(T'). Let s, s -t € D(T),
for s,t € M. Then (s »t)~ € T, s € T. By (M16), (s = t) < (t > 0) ~ (s = 0)
and we also have (t7 ~» s7)” < (s — t)~ € T. Hence, (t- ~» s7)” € T. By
Proposition 2.10, we have (t~ ~» s™~7)” € T. By (M18), (s~ — t7~)” € T.
Since s~ € T and T € I(M), we get that t~ € T by (MT5). Thus t € D(T). We
can conclude that D(T) € F(M). By the similar way, let s, s ~~ t € M(T), for
s,t € M, we have t~ € T. Hence, t € M(T'). We can conclude that E(T') € F(M).
(2) Since 1 € J, we have 0 =1~ € D(J). Let s, (s~ ~ t~)~ € D(J), for s,t € M.
Then s~ € J and (s~ ~» t7)~~ € J. Since M is involutive, we have s= ~~» t~ =
(s7 ~» t7)~ . Thus s~ ~» ¢t~ € J. Since J € F(M) and s~ € J, we get that
t~ € J. Hence, t € D(J). We can conclude that D(J) € I(M). By the similar way,
let s, (s~ = t~)” € E(J), for s,t € M, we have t~ € J. Hence, t € E(J). We can
conclude that, E(J) € I(M). O

Example 3.7. In Example 3.2, M ={0,1,7,1} is a JK-algebra, which is not good,
since i”~ =0 # j = i~". Routine calculations show that T = {0,i} € I(M), after
calculations, we obtain that D(T) = {1} € F(M), E(T) = {j,1} ¢ F(M), since
JeEM), j~i=j5€E(T), buti¢ E(T).

Example 3.8. In Ezample 3.4, M = {0,i,j,k,1} is a JK-algebra, which is not
involutive, since i~~ = 0 # i. Routine calculations show that J = {j,1} € F(M),
after calculations, we obtain that D(J) = {0,k} ¢ I(M) and E(J) ={0,i} € I(M).

Proposition 3.9. Let M be an involutive pseudo equality algebra. Then the follow-
ing properties hold for any s,t,w € M,

(1) s =t =1t ~ s,

(2) s = (" s w)=(s" =1 5w, 57~ (7 ~~w) = (5" ~ 1) ~ w.

Proof. (1) By (M18), we have

~

s =t = s —=t7"
= 7= (t7 ~0)
= 7~ (s7=0)

=t 8T =1t ~s.

336



IDEALS ON PSEUDO EQUALITY ALGEBRAS

(2) By (1) and (M18), we have

STt w) = Y= (w )
w” o~ (8T =)
= (s¥ = 1t)Y = w.

Also, we can prove s~ ~» (17~ w) = (87 ~ t)7 ~> w. n

Suppose that M is an involutive pseudo equality algebra and @ # A C M. The
smallest ideal of M containing A is called the ideal generated by A and is denoted
by < A >.

Theorem 3.10. Let M be an involutive pseudo equality algebra and & # A C M.
Then

<A>={aeM|a<(--((sT = s2)~ = s3) -+ = sp), for somen € N and
S1,82,  ,8p € A} (¥)

={ae M |a<(((s7 ~ s2)7 ~ 83) -+ ~ 8y), for somen € N and
$1,82, -+ ,8p € A} (*¥)

Proof. Let S={a € M |a < (---((s7 = s2)~ — s3)~ -+ — 8y), for some n € N
and s1,S2, -+ ,8, € A}. For any a € A, exist s1 = a € A and n = 1, such that
s 2a=a"—=a>a"" >a,s0a € S. Hence A C S. Since 0 € S, then S # @.
Assume that b,c € M, b < cand ¢ € S. Since ¢ € S, then there exist n € N and

$1,82, -+ ,8p € A such that ¢ < (--- ((s7” = s2)~ — s3)~ -+ = s5,). It follows from
b < cthat b < (---((s7 — s2)~ — s3)~ -+ — s,). Thus b € S. Assume that
b,c € S, then there exist n € N and s1, 89, -+ ,8, € A, t1,t2, -+ ,t, € A, satisfying

b< (- ((s7 = s2)~ = 83)" -+ = sp)and ¢ < (- (1 = t2)~ = 13)~ -+ = tn),
thus (--- ((s7" — s2)™~ — s3)~ -+ — s,)~ < b™. Hence,

b =< (- ((sY — s2)~ = 83) - = sp)” = ¢

(- ((s) = 82)Y = 83) - = 5p)” = (- (1Y = 1) = t3)™ s = ty)

(e (5 = 52) )™ ) o (B o (5 o (B o 1))

(o (57 = 52)™ = 8) e b )Y D 1) > (et e o (B > )

= .= ((s7 = s2)Y = 83)" = 8p)~ = t1) = by,

and thus b~ — ¢ € S. Therefore, S € I(M). For any a € S, exist $1,82, -+, 8, €
A C T such that a < (---((s] — s2)~ — s3)~ -+ — 8,). Since A C T and
T € I(M), then (---((s7 — s2)~ — s3)~ - = s,) € Tand a € T. Hence S C T.
Also, we can prove (**). O

Note that (nt)_, =t~ — (£~ — (£~ = 1)), (nt)s =t~ ~> (£ -~ (£~ 1)).
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Proposition 3.11. Let M be an involutive lattice pseudo equality algebra and T €
I(M),te M. Then <TU{t} >={ae M |a<sy —(s5--— (sp = (nt)s)),
for somen € N and s1,s2, -+ ,sp €T} U{aeM|a<t”— (7 =t~ —3)),
seTY  (**%)

={aeM|a<s] ~(sy:-~ (s, ~ (nt).)), for somen € N and s1,s2,- -,
spn€TU{aeM|a<t  ~ ("~ (t7 ~s)),seT}. (¥F%%)

Proof. Let S = {a € M | a < sy — (s5--- — (sy — (nt)-)), for some n € N
and $1,82, - ,8, E T} U{a € M |a <t = {7 = (7 — 3)), s € T}
For any t € M, exist s = ¢t € T and a = t, such that t~--- — (t~ — t) >
t~ = (Y = t) >t >t >t sot e S. Hence {t} CS. For any a € T, exist
s1=a €T, t=0¢€ T and n = 1, such that sy - 0 = a~ > a, s0 a € S.
Hence T" C S. Therefore, we have (I'U {t}) € S and 0 € S. Now we prove that
S € I(M). Assume that b,c € M with b < ¢ and ¢ € S. Then there exist n € N,
s € T and si1,s2, -+ ,8, € T such that ¢ < s — (s5--- — (s — (nt)-)) or

c<tY — (t7--- = (t~ — s)). Therefore, b < ¢ < sy — (55 -+ = (s = (nt)5))
orb<c <t — (t7-- = (t7 — s)). Hence b € S. Let b,c € S, then there
exist s,k € T, n,m € N, s1,82, - ,8, € T and ki,ko,--- ,k,, € T satisfying
b < sy = (s5- = (s = (nt)5)) or b <t~ — (t7--- — (I~ — s)) and
c<ky = (k3 — (ky, — (mt)5)) or e <t~ — (t~-- — (t~ — k).
Case 1,if b < 57 — (s5--- — (sy — (nt)-)) and ¢ < kY — (k- — (k, —
(mt)_)), then by Proposition 2.3, we have
b~ = c<(s7 = (s5 = (sy — (nt)))~ — ¢
< (5 o (55— (557 = () ) — (K = (k- — (ki — (mt
=S (5o (o = (L)) 2 6 5 (- (5 (mi)- )
sy (55 () ) = (B (ke — (kp — (1))
Hence, b~ — c€ S.
Case 2, if b < 57 — (s57 -+ — (s
then we have
b —w e < (s = (85— (s = (nt)5))” =t~ = (- =t~ — k)
57 o (55 (557 = (E)L))™ = (B o (£ — K)))
=...=s7 = (s5 = (((nt))” = [t~ = (t~ = k)))).
Hence, b~ — c€ S.
Other cases are analogous to the Case 1 and Case 2. Hence, S € I(M).

Now, let B € I(M) with (T'U{t}) C B, for each b € S. Then there exist n € N,
s € T and si1,s2, -+ ,8, € T such that b < 87" — (s5--- — (s — (nt)-)) or
b<t~— (t7---— (t~ — s)). Since B € I(M) and (T'"U{t}) C B, then there exist
n€ N, s € Band sq,82, -+ ,8, € Bsuchthat b < s7 — (s5 -+ = (s — (nt))) €
B and t~ — (t~--- — (t~ — s)) € B. Hence, b € B and thus S C B. Similarly, we

~ = (nt)s))and ¢ < tY — (- = (T — k)),
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can prove (F**¥), O

Proposition 3.12. Let M be an involutive lattice pseudo equality algebra and T €
I(M),d,ge M. Then <TU{d} >N<TU{g} >=<TU{dANg}>.

Proof. The proof is similar to Proposition 3.11. ]

A subset 8 C M x M is called a congruence of M, if it is an equivalence relation
and for all s1,t1, s9,to € M such that (s1,t1), (s2,t2) € 0 the following hold,
(CGl) (81 N Sso,t1 N\ t2) S 9,
(CGQ) (81 ~ 89,11 ~ tg) S 9,
(CG2) (81 v s2,t1 ~ta) € 6.
Denote the set of all congruences of M by Con(M) .

Theorem 3.13. Let M be a bounded involutive pseudo equality algebra and T €
I(M). The binary relation ~p on M is defined by

s~ptiff(s-~t7)"e€T and (t~ ~ s )V €T, (s =t7)" €T and
t~—=s7)"eT.

Then —~7 is an equivalence relation on M.

Proof. For every s € M and by (M13), (s” ~s )" =0€T, (s~ —s7)" =0€T,
then s —~p s. Thus —~7 is reflexivity. Since the definition of —~p, we have —~p is
symmetry. Let s,t,w € M, s ~p tand t ~p w. We have (s~ ~t7)~ € T, (t7 ~
sT)YeTand (t~ ~w™ )Y €T, (w™ ~t")” eT. By (M16) and (M25),

((s7 7)™~ (57w )™)” ((s7 = t7) = (s7 »w))™
(t=~w )~ eT.

IA

Since T' € I(M), we have (s~ ~ t7)~ € T. By (MT5), (s ~ w™)~ € T.
Similarly, (w™ ~» s7)~ € T. By the similarly way, we have (s~ — t~)~ € T and
(t~ — s~)~ € T. Hence, —~r is transitive. So —~rp is a equivalence relation on
M. O

~

Moerover, by Proposition 2.10, (s™ ~» s7~7)Y =0 € T and (s7~ ~» s7)Y =
0eT, (s =) =0€Tand (s~ = s”)” =0¢€T. Hence, s ~p s ™.
Similarly, s ~p s~.

The following example shows that the equivalence relation —~7 defined in Theo-
rem 3.14 is not a congruence relation.
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Example 3.14. In Ezample 3.3, we take T' = {0,i}. Routine calculations show

that 0,i}— {(07 0)7 (07 Z)v (17 0)7 (.77 1)7 (Lj)v (23 7‘)7 (]7.7)7 (17 1)} Afte'r calculations,
we can see that —~q ;3 is not a congruence relation. Note that (0,1),(j,1) €~}

Theorem 3.15. Let M be a symmetric involutive pseudo equality algebra and T €
I(M). The binary relation ~p on M is defined by

srptiff(s™ ~t )Y and (7 ~sT)YeT, (s¥ ~tY)" and (t~ ~s™)" €T.
Then ~7 s a congruence relation on M.
Proof. For every s € M, (s «~ s )" =0€e€ T, (s ~s7)" =0€T, s ~p s.
Thus ~7 is reflexivity. Since the definition of ~p, we have =~ is symmetry. Let
s,t,w € M, s ~p t and t ~p w, we get that (s~ «~ t7)~,(t~ «~ s7)~ € T and
(t~ww )Y, (w™ ~t7)~eT. By (M6), (M7), (M8) and (M25),
(57~ 1) (57w ))
((s7 t7)w (s7 v w™))”
(t

Tww )Y el

IA NN

Since (t~ «~ w™)~ € T, we get that ((s7 «~ t7)~ ~ (s« w™ )~ )~ € T. Since
(s7~t7)~Y €T and (MT5), we have (s~ «» w™)~ € T. Similarly,

By the similarly way, (s~ ~ w™)~ and (w™ ~ s~)~ € T. Thus ~r is transitive. So
we have = is an equivalence relation on M. Assume that s,t,w € M, s ~p t, then
(s7t7)Y,(t7 «~s7)Y eT. By (M5), (M6) and (MT7),

(sAw)™ w (tAw)")™ sAw) ~ (tAw))™

w

IA I IAIA

(EAw)™ (s Aw)™)™

IA I IAIA
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Hence, ((sAw)™ « (tAw)7)™, (tAw)™ « (sAw)™)~ € T. By the similarly way, we
have ((s Aw)™ ~ (tAw)™)", (tAw)” ~ (s Aw)~)” € T. Thus (s Aw) =p (t Aw).
Moreover, by (M6) and (MT7),

((s ~w)™ o (t ~w)™)™

IA I IAIA

((t~w)™ (s ~w)™)~

IA I IAIA

Hence, ((s ~ w)™ v« (t ~w)7)™, ((t ~ w
way, we have ((s «~ w)~ ~ (t v w)™)~
(s ~w) =~ (t ~w).
By (M6) and (MT7),

w (s ~w)”)~ € T. By the similarly
((t ~ w)™ ~ (s » w)™)” € T. Thus

-

(s v w)™ v (tww))™ < (s w) s (tow)
< (st
= (t~s)™
= (Y~
< (T wsT)VeT,

Hence, ((s « w)™ v (t «» w)7)™, ((t » w)™ v (s «» w)™)~ € T. By the similarly
way, we have ((s v« w)™ « (t «» w)™)7,((t « w)” « (s «» w)~)” € T. Thus
(s v~ w) =7 (tw).

Therefore, ~7 is a congruence relation on M. 0

~—

Example 3.16. [6] Let M = {0,14,7,1} in which the Hasse diagram and the opera-
tions «~ and ~ on M given as follows,

Table 7: Cayley table for the binary operation “~"

e e ) =)
=S = .
—_ R S
— S = O

0
i
J
1
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VAN
\.,/

Figure 3: Hasse Diagram of M

Table 8: Cayley table for the binary operation “«"

O =l =[O
S R e
PO D
e T ey =Y

0
i
J
1

After calculations, we can observe that M is a JK-algebra, which is involutive,
not symmetric, since i «~ j =i # j =35 ~i. Ty = {0,i} is an ideal of M. Rou-
tine calculations show that ~p,= {(0,0),(0,%),(,0),(4,1),(1,4), (4,4), (4,7), (1,1)}
is an equivalence relation, which is not a congruence relation on M. Note that
(Ovi)7 (]aJ) S (0 gt J) = (17i) ¢%T1‘

Let (M, A, ~,«,1) be a symmetric involutive pseudo equality algebra and T €
I(M). Define M/T :={[s] | s€ M}, [s] ={t € M | s =p t}. For any s,t € M, the
operations Ap, v, ~7 are defined by,

[s] A [t] = [s At [s] o~ [t] = [s 2], [s] ~r (6] = [s ~ 8.

Theorem 3.17. Let (M, N\, ~,,1) be a symmetric involutive pseudo equality alge-
bra and T € I(M). Then (M/T, Ay, ~7,~p,1/T) is a symmetric involutive pseudo
equality algebra.

Proof. The proof is obvious. O

Proposition 3.18. Let M be a bounded pseudo equality algebra and T € I(M).
Then the following hold,

() if M is involutive and 0 is invariant, then [0 = {s € M | s =¢ 0} € I(M),
(13) if o is a congruence on M, then [0], = {(s,0) € o} € I(M).
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Proof. (i)
O = {seM]|s~r0}
= {(seM)|(s707)", (00 ~s7)”eT}

By (M3), (07 «~s7)~ = (1 «~~s7)~. Since M is involutive, s = s € T. By (M8),
707 =5 «1<s ~1=1. Since M is bounded, 0 < s. By (M21), (M23)
and Proposition 2.10, we have

STl =5 wl=1l~rs =1~ (s—20)=1~(0~s)>s~0=1.

Hence, (s= v 07)Y=1"=0€T.

Thus
0 = {sem|0eT,seT}
= {seM|seT}
= T.

Therefore, [0]7 € I(M).

(i7) Assume that s,t € M, s < t and t € [0],, we have (t,0) € 0. Since o is
a congruence, we have (s At,s A0) € o and (s,0) € 0. Hence, s € [0],. Let
s,t € [0],. Since (0,0) € g, (s ~ 0,0 «~ 0) € 0. We can conclude that (s™,1) € o,
(s ANt,1At) € o and thus (s~ At,t) € 0. Since (s™,1) € o and (s~ At,t) € 0, we
can conclude that ((s™ At) ~ s™,t ~ 1) € 0. Hence ((s™ At) ~ s™,t) € 0. Since
(t,0) € o, we have ((s™ At) ~ s7,0) € 0. Thus s~ =t = (s~ At) ~ s~ € [0],.
Therefore, [0], € I(M). O

Example 3.19. In Ezample 3.3, M = {0,1, j,1} is a JK-algebra, which is involutive,
the element 0 is not invariant, since 0 «~ i = j # 1. Routine calculations show that

0], = {0,4,5} & I(M).

Theorem 3.20. Let M be a symmeyric involutive pseudo equality algebra. There
is one-to-one correspondence between I(M) and Con(M).

Proof. Define ¢ : Con(M) — I(M), ¢(0) = [0],. By Proposition 3.18, we have
(o) € I(M). If s € [0]4,, then (s,0) € o1. Since o1 = 09, we have (s,0) € o2, and so
s € [0]5,. Therefore, [0]5, C [0]s,. By the similar way, we conclude that [0]5, C [0], -
Thus [0]5, = [0]s,, i.e., ¢(01) = ¢(02). Therefore, ¢ is a well defined mapping. Let
(s,t) € o. Since o is a congruence, (s~,t7) € o and (t7,s7) € o, ie., (s «
t7,t7 «~t7) €o. Thus (s~ «~t7,1) € 0. Hence, ((s— «~t7)~,1%) € 0. Therefore,
we have (s™ « t7)~ € [0],. Similarly, (t~ «~ s7)~ € [0],. By Proposition 3.18,
we have s =g, t, i.e., (s,t) €~g,. Hence, we obtain that o C=gj, . Conversely,
suppose that (s,t) €=, i.e., (s~ v~ t7)~ € [0], and (t~ «~ s7)~ € [0],. Hence,
((s7«~t7)¥,0) € 0. Then ((s— «~t7)~7,07) € 0. Since M is symmyric, we get
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that (s— «~t7,1) = (t~ ~ s7,1) € 0. Furthermore, since o is a congruence, we
have (t~ ~s ) wt",1t7)e€coand ((t- ~s )t )As ,t” As )€ o. Since
sT < (t7 ~s7)wt,wehave (s7,t7As”) € 0. By the similar way, ({7,t"As™) € 0.
Since o is transitive, then (s=%,t7~) € 0. Hence, (s,t) € 0 and =), C 0. Therefore,
~o), = 0. Let 01,090 € Con(M) such that p(01) = ¢(02). Then [0]5, = [0]s,, We
have R [0]5, = 0], Therefore, 01 = o02. Hence, ¢ is an one-to-one mapping. If
TeIM), thense Tiff (s~ 07)"=0€eT, (07 «~s )" =s5"~=s5¢€Tiff
s~ 0iff (s5,0) exp iff s € [0]~,, S0 T = [0]~,. By Theorem 3.16, we have ¢ is an
onto mapping. Hence, we can get that ¢ is an onto correspondence between (M)

and Con(M). O

Definition 3.21. Let (Mi, A1, ~1,1, 1a) and (Ma, Ag, ~a, 2, 1ag,) be two pseudo
equality algebras. Then a mapping f : M1 — Ms is called a pseudo equality homo-
morphism, if for all s,t € M,

(@) f(s A1 t) = f(s) A2 f(2),

(1) f(s~1t) = f(s) ~2 f(1),

(@ii) f(s1t) = f(s) w2 f(2).

Lemma 3.22. Let (M, A1, ~1,1,1p,) and (Ma, Aa, ~a2, 2, 1a1,) be two pseudo
equality algebras and f : M1 — My be a pseudo equality homomorphism. Then for
all s,t € My,

(1) f(s =1 t) = f(s) =2 f(1), (s ~1t) = f(s) ~2 (D),

(@) f(1ar,) = 1as,,

(iii) f(s7) = (f(s))7, f(s7) = (f ()™

Proof. The proof is obvious. O

Proposition 3.23. Let f : My — My be a homomorphism of pseudo equality alge-
bras. The following hold,

(1) if T € I(Ms), then f~1(T) € I(M),

(2) if f is surjective, and T € 1(My), then f(T) € I(Ms),

(3) if kerf ={s € My | f(s) =0}, then kerf € I(M).

Proof. (1) Let T € I(Ms). Since f(0) =0 € T, we have 0 € f~1(T). Suppose that
s<tandté€ f~Y(T). Then f(t) € T. Since s —t =1 and f is a homomorphism,
we obtain that f(s) < f(t). Thus f(s) € T. So s € f~1(T). Let s,t € f~YT),
then f(s), f(t) € T. Since T € I(Ms), f(s™ — t) = (f(s))~ — f(t) € T. Thus
s~ —te f~1(T) and so f~YT) € I(My).

(2) Let T € I(M;). We have 0 € f(T). Let s < t and t € f(T), then there
exists a € T such that f(a) = t. Since s = f(b) < f(a) = t, we have f(1y,) =
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1y, = f(b) — f(a) = f(b — a). Thus b < a. Moreover, since T' € I(M;) and
a € T, we have b € T. Thus s = f(b) € f(T). Let s,t € f(T), then there exist
a,b € I such that f(a) = s and f(b) =t. Since T' € I(M;), a~ — b € T. Thus
s¥ =t =(f(a))” — f(b) € f(T). Hence, f(T') € I(My).
£(1).

(3) This is the result of (1 O

Theorem 3.24. Let My, Ms be two involutive pseudo equality algebras and f :
My — My be a pseudo equality homomorphism. Then M /kerf = Imf.

Proof. The proof is obvious. O

4 Prime ideals on pseudo equality algebras

In this section, we will introduce the definitions of prime ideals and maximal ideals
and discuss related properties.

Definition 4.1. Let (M, N\, ~,,1) be a bounded pseudo equality algebra and M #
R e I(M). The R is called a prime ideal, if it fulfills: for any s,t € M, (s > t)~ € R
r(t—s)"€Rand (s~t)" € Ror(t~s)” €R.

Denote the set of all prime ideals by P(M).

Example 4.2. [7] In Example 3.2, Ty = {0}, T> = {0,i} and M are the ideals.
After calculations, we can see that T and Ty are the prime ideals of M.

Example 4.3. In Ezample 3.3, after calculations, we can see that Ty = {0,i} and
T3 = {0,4} are the przme ideals of M. Ty = {0} ¢ P(M), since (i — j)~ = j~

i¢gT, (j—i)"=i1"=j¢T.

Example 4.4. In Ezample 3.4, after calculations, we can see that Ty = {0,i} €
P(M). I ={0} & P(M), since (j = k)~ =i~ =j¢Ti, (k—j)~ =j"=i¢ T

Theorem 4.5. Let M be a bounded prelinear pseudo equality algebra and M # R €
I(M). Then R € P(M) iff for every s,t € M, s\t € R implies s € R ort € R.

Proof. (=) Let R € P(M). For s,t € M, (s - t)~ € Ror (t - s)~ € R and
(s~t)" €Ror (t~s)” €R.
Case 1, Let sAt € Rand (s — )™, (s~ t)” € R, for s,t € M. Then by (M16) and
((sAt)”~s)” < (s=(sAt)™
= (s,
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(sAt)Y = s7)" < (s~ (sAt))”

Since R € P(M), sANt € Rand (s — t)~,(s ~ t)~ € R, by Theorem 3.5, we have
s € R.

Case 2, the proof is similar to Case 1, if sAt € R and (t — s)~,(t ~» s)” € R, then
we have t € R.

Case 3 and Case 4 are analogous to the Case 1 and Case 2. If s At € R and
(s—=t)"€R,(t~s)” €R,thense Randt€ R. Iff sANt€ Rand (t — s)~ € P,
(s~ 1t)” € R, then s € Rand t € R.

(<) Since M is prelinear, we have (s = t) V (t = s) =1 = (s ~ t) V (t ~ s),
for every s,t € M. By Proposition 2.10, (s — t)" A (t — s)~ = 0 € R and
(s ~t)" AN(t ~ s)~ =0¢€ R. Hence, (s - t)~” € Ror (t - s)~ € R and
(s~t)” € Ror (t ~ s)” € R. Therefore, R € P(M). O

Theorem 4.6. Let M be a symmetric involutive pseudo equality algebra and R €
I(M). Then R € P(M) iff M/R is a chain.

Proof. (=) Assume that s,t € M, (s »>t)” € Ror (t »s)” € Rand (s~ t)” € R
or (t ~ s)~ € R. By Proposition 2.10 and Proposition 3.18, ((s — )™~ «~ 07)~ =
0,0" ~(s=>t)")"=(s—=t)"€Ror ((t >~ «07)"=0,0 «(t —

s)N*) =(t—=s)"eRand ((s~t) "~ ~07)" =(s~1t), (0" ~(s~t)"™)"
0O Ror ((t ~s)™ ~0")" =(t~3s), (07~ ({t~s) ) =0¢€ R. Thus

[(s = )] = [0] or [(t = )] = [0] and [(s ~ #)7] = [0] or [(t ~ s)~] = [0].
Hence, [(s — #)™7] = [07] or [(t — 5)™7] = [07] and [(s ~ #)7~] = [07] or
[(t ~ s)™~] = [0~]. Since M is involutive, we have [s — t] = [1] or [t — s] = [1]
and [s ~ t] = [1] or [t ~ s] = [1]. Thus [s] — [t] = []Or[]%[s]:[]and
[s] ~ [t] = [1] or [t] ~ [s] = [1]. Therefore, [s] < [t] or [t] < [s]. We can conclude
M/R is a chain.

(<) Let M/R be a chain. Then [s] < [¢] or [t] < [s]. Thus [s] — [t] = [1] o

[t] = [s] = [1] and [s] ~ [t] = [1] o —>t)N~1)

r [t] ~ [s] = [1]. Hence, ((s
(I~ ~ (s > 1))~ € Ror ((t — s) ~ 1), (17 ~ (t = s)7)” € R and
(s~ 1)~ «~17)7, (17 «~ (s »1)7)” € Ror ((t ~8)T A 1) (1T e (e
s)7)~ € R. Thus ((s > t)~)" " € Ror ((t - s)”)" € Rand ((s~1t)")"™™~ € Ror
((t ~ s)7)~~ € R. Since M is involutive, we have (s — t)~ € Ror (t - s)~ € R
and (s ~»t)” € Ror (t ~ s)~ € R. Therefore, R € P(M). O

Proposition 4.7. Let M be a bounded pseudo equality algebra. Then the following

hold,
(1) if M is good and R € P(M), then D(R) and E(R) are the prime filters of M,
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(2) if M is involutive and K be a prime filter of M, then D(K) and E(K) are the
prime ideals of M.

Proof. The proof is analogous to that of the Proposition 3.6. O

Proposition 4.8. Let f : M1 — Ms be a homomorphism of pseudo equality algebras.
The following hold,

(1) if R € P(M>), then f~Y(R) € P(My),

(2) if f is surjective and R € P(My), then f(R) € M.

Proof. (1) Let R € P(M>). By Proposition 3.23, f~1(
P(M,), we have f(s), f(t) € P(Ms). Since R € P(M,
or (f(t) = f(s))~ € R and ((s) ~ (1))~ € Ror (f(t)  f(s))~ € R. By Lemma
3.22, f((s—=t)”) € Ror f((t —» s)~) € Rand f((s ~t)")€ Ror f((t~s)”) €R.
Thus (s — )~ € fY(R) or (t = s)~ € f7YR) and (s ~ t)~ € f~Y(R) or
(t ~ s)~ € fY(R). Therefore, f~1(R) € P(My).

(2) Let R € P(Mj). By Proposition 3.23, f(R) is an ideal of M. Let s,t € f(R),
then there exist a,b € R such that f(a) = s and f(b) = t. Since R € P(M)),
(a—=b)~eRor(b—a)” € Rand (a~b)~ € Ror (b~ a)” € R. By Lemma 3.22,
(s > )" = (fla) = f(0))” = f((a = b)) € f(R) or (t = )~ = (f(b) = f(a))” =
F((b — ay) € f(R) and (s ~ )~ = (f(a) = f(B))" = f((a ~ b)) € F(R) or
(t~5)" = (f(b) ~ fa))” = f((b~> a)7) € f(R). Therefore, f(R) € P(Mz). [

Proposition 4.9. Let M be a bounded prelinear pseudo equality algebra and M #
ReI(M). Then R € P(M) iff for any T,Q € I(M), TN Q C R impliesT C R or
QCR.

R) is an ideal of M;. Let s,t €
, then (f(s) = f(t))~ € R

\/\_/\ , —

Proof. (=) Let R€ P(M), T,Q € I(M) with TNQ C R. T ¢ Rand Q € R,
then there exist s € T\ R and t € @ \ R. Since s At < s,t, then s At € T and
sAt e Q. Hence, sht e TN C R. Thus s At € R. By Theorem 4.5, s € R or
t € R, which is contradiction. Therefore, T'C R or () C R.

(<) Let M # R € I(M) and s At € R for each s,t € M. If s,t ¢ R, then
by Proposition 3.12, < RU{s} > N < RU{t} >=< RU{s At} >= R. Thus
<RU{s} >CRor < RU{t} >C R. Thus s € R or t € R, which is contradiction.
Hence, R € P(M). O

Proposition 4.10. Let M be a pseudo equality algebra and M # R € I(M). If M
is a chain, then R € P(M).

Proof. Let R € I(M). Then for s,t € M, we have s < t or t < s. Suppose that
s <t. Hence, s >t =1,s~t=1. Thus (s »¢t)"=0€ R, (s~t)" =0¢€ R.
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By the similar way, if ¢ < s, then we have (t - s)” =0€ R, (t ~s)” =0 € R.
Therefore, R € P(M).

The following example shows that the reverse is not true, if M # R € P(M), M is
not necessarily a chain. d

Example 4.11. [21] Let M = {0,4,7,k,1} in which the Hasse diagram and the
operations «~ and ~ on M given as follows,

VAN
\./

0

Figure 4: Hasse Diagram of M

Table 9: Cayley table for the binary operation “~"

— S = O 2
e e e R =)
e N
— Sl = L ol .
—= S, R Ol
— N, R O

Table 10: Cayley table for the binary operation “-"

~l0 k i j 1
01 1 1 1 1
Eli 1 1 1 1
ilo j 1 4 1
ili i i 11
110 k i j 1
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By routine calculations, we get that M is a JK-algebra, Ty = {0}, To = M are the
ideals of M. We can prove that Ty is a prime ideal of M.

Definition 4.12. Let M # G € I(M). If no proper ideal strictly contains G, then
G is called a maximal ideal.

Denote the set of all maximal ideals by Max(M).

Example 4.13. In Ezample 3.3, after calculations, we can see that Ty = {0,i} and
T3 ={0,j} are the maximal ideals of M.

Example 4.14. In Ezample 3.4, after calculations, we can see that To = {0,i} is a
mazimal ideal of M .

Theorem 4.15. Let M be an involutive lattice pseudo equality algebra. Then every
mazimal ideal of M is a prime ideal.

Proof. Clearly M # G € I(M). Suppose s,t € M with sAt € G. If s ¢ G,
then G G< G'U {s} >. Since G is a maximal ideal, we have < G U {s} >= M.
By the similary way. If t ¢ G, < G U {t} >= M. By Proposition 3.12, we have
M =< GU{s} >N < GU{t} >=< GU{s At} >= G, which is a contradiction.
Thus G € P(M). O

Note that, in general, a prime ideal is not necessarily a maximal ideal as shown
by the following example.

Example 4.16. [21] Let M = {0,14,j,m,n,e, f,qg,h,1} in which the Hasse diagram
and the operations «~ and ~ on M given as follows,

Table 11: Cayley table for the binary operation “~"

~|10 4 j m n e f g h 1
0|1 h g f e n 7 m i 0
i1 1 g f e n j m i i
gl 11 f fn g on j j
m|1l 1 g 1 g n n m m m
nil 1 1 1 1 n n n n n
e|1 1 1 1 1 1 g f e e
flr 11 1 1 1 1 f f f
g|1 1 1 1 1 1 g 1 g g
h{1 1 1 1 1 1 1 1 1 h
1/j1 1 1 1 1 1 1 1 1 1
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Table 12: Cayley table for the binary operation “«"

e f g h 1

m n

— = >

< = D>

R B e B s B s R

— o

— o= o

o S e

— Y= L QO

. e B

Figure 5: Hasse Diagram of M
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By routine calculations, we get that M is an involutive lattice pseudo equality
algebra. Routine calculations show that 73 = {0}, To = {0,4,;}, T3 = {0,i,m},
Ty = {0,4,j,m,n} and T5 = M are the ideals of M. After calculations, we obtain
that 75 is a prime ideal of M, but it is not a maximal ideal of M.

Example 4.17. [21] Let M = {0,1i,7j,m,n,1} in which the Hasse diagram and the
operations «~ and ~ on M given as follows,

m

N
NIZ

Figure 6: Hasse Diagram of M

Table 13: Cayley table for the binary operation “~"

—=o = = = O
i e e B e B N
— =R = =3 3.
e =1
P—KBSMSO)—L

—_ 3 3%&@2
__=3 3 33

Table 14: Cayley table for the binary operation “-"
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By routine calculations, we get that M is a JK-algebra, which is not involutive, since
i~7 = n # i. Routine calculations show that Ty = {0}, To = M are the ideals of
M. Ty = {0} is a mazimal ideal of M. After calculations, we obtain that Ty is not
a prime ideal of M, since (i — j)~ =n~"=m ¢ Ty, (j =)~ =n~"=m ¢ T}.

Proposition 4.18. Let M be a pseudo equality algebra and M # G € I(M). Then
G e Mazx(M) iff < GU{t} >=M foranyte M andt ¢ G.

Proof. (=) If t ¢ G, then G G< G U {t} >C M. Since G € Maxz(M), we have
<GU{t} >= M.

(<) Let W be an ideal of M such that G G W C M. Then there exists t € W
with ¢t ¢ G. Hence, we have M =< G U {t} >C W, and so W = M. Therefore,
G € Maz(M). O

5 Conclusion

In this paper, we first defined ideals on pseudo equality algebras with the operations
of ~ —, — ~»  and gave several examples of pseudo equality algebras. We pro-
vided an equivalent characterization of ideals on good pseudo equality algebras and
discussed the relationships between ideals and filters. Next, we presented the gen-
eration formula of ideals on involutive pseudo equality algebras. Then we induced
congruence relations by ideals and constructed quotient pseudo equality algebras.
In particular, we proved that the equivalence class of 0 with respect to the ideal T
can only induce an ideal of M if the pseudo equality algebra is involutive, 0 € M
and 0 is invariant. We introduced the concept of prime ideals and maximal ideals
and showed that if a pseudo equality algebra is a chain, then all its ideals are prime
ideals. We also gave an example to demonstrate that the reverse is not true.

In our future work, we plan to use prime ideals to investigate the topological space
on pseudo equality algebras and use topological structures to study the geometric
properties of pseudo equality algebras.
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Abstract

In this paper, some types of weak hyper filters in hyper BE-algebras are
introduced and studied including positive implicative weak hyper filters, im-
plicative weak hyper filters and obstinate weak hyper filters. The relationships
between (positive) implicative weak hyper filters and weak hyper filters, and also
obstinate weak hyper filters and maximal weak hyper filters, positive implicative
hyper filters, are discussed respectively. Moreover, the equivalent characteriza-
tions of these weak hyper filters are given, and the corresponding conditions are
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1 Introduction

The theory of hyper algebras was first proposed by F. Marty [15] in 1934 at
the 8th Scandinavian Congress of Mathematicians. It refers to an algebraic system
with hyper operations is an extension of the original algebra. The so-called hyper
operation refers to the operation that the combination of two elements is a set
rather than an element. The hyper structure has important practical significance,
for example, pea hybridization, REDOX reaction and other practical problems in
genetics can be abstracted into the models of hyper structures with hyper operations
[9, 10].

As we all know, fuzzy logic is an important tool to deal with uncertain infor-
mation, and non-classical logical algebra is the corresponding algebraic semantics
of fuzzy logic, which plays an important role in the research of fuzzy logic. As
a generalization of non-classical logical algebras, many hyper algebraic structures
have been proposed and studied such as hyper BCK-algebras [12, 13, 17], hyper
K-algebras [11, 24, 25|, hyper BF-algebras [16], hyper residuated lattices [1, 26],
hyper EQ-algebras [4, 7] and hyper equality algebras [3, 6], etc. At present, the
hyper algebraic theory has been widely applied in pure mathematics and applied
mathematics [8]. As a generalization of ideals and filters in logical algebras, hyper
ideals and hyper filters are important substructures of hyper algebras which play
important roles in studying the theory of hyper algebras. R.A. Borzooei et al. [2]
introduced the notions of some types of positive implicative hyper BCK-ideals which
are showed different. After that the relationship between these notions and (strong,
weak) hyper BCK-ideals was investigated. A. Borumand Saeid et al. [20, 21] defined
and investigate (weak) implicative, obstinate and maximal hyper K-ideals in hyper
K-algebras. Then they state and prove some theorems which determine the rela-
tionship between these notions and the other hyper K-ideals. R.A. Borzooei et al.
in [1] and [3] respectively studied the hyper filter theory of hyper residuated lattices
and hyper equality algebras, focusing on the equivalent characterization of (posi-
tive) implicative hyper filters. Y.W. Yang et al. [22, 23] studied two kinds of fuzzy
weak hyper deductive systems of hyper residuated lattices and hyper equality alge-
bras respectively, and studied the falling shadow theory on hyper residuated lattices
through fuzzy (positive) implicative hyper deductive systems. As a generalization of
BE-algebra [14, 19], A. Radfar et al. [18] introduced the notion of hyper BE-algebras
which is a generalization of dual hyper K-algebras and dual hyper BCK-algebras.
They gave some related properties and defined (weak) hyper filters in hyper BE-
algebras. Also, they pointed out that hyper filters are weak hyper filters, but the
converse is not true.

Based on the above analysis, as a dual generalization of weak hyper BCK-ideals
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and weak hyper K-ideals in hyper BCK-algebras and hyper K-algebras, this present
paper intends to consider several kinds of weak hyper filters in hyper BE-algebras
so as to further characterize and master the structure of hyper BE-algebras. At the
meantime, it may lay a theoretical foundation for the study of hyper BE-logic.

This paper is organized as follows: in Section 2, we review and give some basic
concepts and results in hyper BE-algebras. In Section 3 and Section 4, we introduce
(positive) implicative weak hyper filters and mainly give some characterizations of
them. In Section 5 we introduce obstinate weak hyper filters in hyper BE-algebras
and deliver some characterizations, and moreover we discuss the relationships be-
tween obstinate weak hyper filters and other types of weak hyper filters.

2 Preliminaries

In this section, we recollect and propose some definitions and results about hyper
BE-algebras which will be used in the following.

Definition 2.1. [18] Let H be a nonempty set and o : H x H — P*(H) be a
hyper operation. Then (H,o,1) is called a hyper BE-algebra provided it satisfies the
following azxioms:

(HBE1) z < 1 and z < z;

(HBE2) zo(yoz)=yo (voz);

(HBE3) z € 1o z;

(HBE4) 1 < x implies x =1,
for all x,y € H, where the relation < is defined by r < y < 1 € xoy. For any two
nonempty subsets A and B of H, A < B means that there exist a € A,b € B such
that a < b.

Notice that in any hyper BE-algebra, Ao B = J,c4epacband A < B means
for any a € A, there exists b € B such that a < b. In what follows, by H denote a
hyper BE-algebra (H, o, 1), unless otherwise specified.

Proposition 2.2. [5, 18] For any z,y € H, A, B C H, we have:
(1) Ao(Bo(C)=Bo(Ao();
(2) ACloA/ 1€ Aol 1€ Ao A;
(B) z<yox, A< BoA;
(4) A Biffl€ Ao B;
(5) 1€ A and A< B imply 1 € B;
(6) 1 < A implies 1 € A.
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Definition 2.3. [18/ A hyper BE-algebra H is said to be a

(1) R-hyper BE-algebra, if 1 o x = {z} for allx € H;

(2) C-hyper BE-algebra, if xo1 = {1} for all x € H;

(3) D-hyper BE-algebra), if x ox = {1} for allx € H;

(4) CD-hyper BE-algebra, if H is both a C-hyper BE-algebra and a D-hyper BE-
algebra.

Definition 2.4. [18] By a hyper subalgebra of H we mean a nonempty subset S of
H which satisfies oy C S whence x,y € S.

Definition 2.5. [18]/ A subset F' containing 1 of H is said to be a
(1) weak hyper filter if toy C F and x € F implyy € F for all x,y € H;
(2) hyper filter if toyNF # 0 and x € F implyy € F for all x,y € H.

According to [18] every hyper filter F' of H is a weak hyper filter and moreover
it satisfies the condition (F):
(F) x € Fand x < y imply y € F for all z,y € H.

Definition 2.6. [5] A nonempty subset S of H is said to be o-reflexive if zoyNS # ()
implies x oy C S for all x,y € H.

Proposition 2.7. Let S be a o-reflexive nonempty subset of H.
(1) IfACS, thenlo ACS;
(2) If S satisfies the condition (F'), then S is a hyper subalgebra of H.

Proof. (1) and (2) can be obtained immediately by A € 10 A and = < y o x,
respectively. O

Proposition 2.8. Let F' be a o-reflexive weak hyper filter of H. Then
(1) F satisfies the condition (F);
(2) F is a hyper subalgebra of H;
(38) ANF #0 and A< B imply BN F #( for any A,B C H.

Proof. (1) It is trivial.
(2) By (1) and Proposition 2.7.
(3) By (1) and the definition of A < B. O

3 Positive implicative weak hyper filters

In this section, we introduce positive implicative weak hyper filters in hyper BE-
algebras, and investigate the relationship between weak hyper filters and positive
implicative weak hyper filters. Moreover we deliver characterizations of positive
implicative weak hyper filters.
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Definition 3.1. A nonempty subset F' of H is said to be a positive implicative weak
hyper filter if it satisfies:

(1) 1€ Fy

(2) zo((yoz)oy) CF andx € F implyy € F for all z,y,z € H.

Example 3.2. (1) Consider H = {1,a,b} with the operation o defined by the table:

‘ 1 a b
{1} {a,b} {o}
{1+  {La0}r {0}

{1,b} {1,a,b} {1,a,b}

Then (H,o,1) is a hyper BE-algebras [18]. One can check that F = {1,a} and
G = {1,b} are two positive implicative weak hyper filters of H.
(2) Consider H = {1,a,b,c,d} with the operation o defined by the table:

> Q N[O

1 a b c d
{1,a,b,c} {a} {o} {c} {d}
{1,a,b,¢} {1,a,b,¢} {a,b,c} {l,a,b,c} {b}
{1,a,b,¢} {a,b,c} {l,a,b,c} {a,b,c} {a}
{1,a,b,¢} {a,b,c} {l,a,b,c} {l,a,b,c} {a,c}
{1,a,b,¢} {l,a,b,c} {l,a,b,c} {1,a,b,c} {1}

Then routine to check that (H,o,1) is a hyper BE-algebra and F = {1,a,b,c} is
not a positive implicative weak hyper filter of H since a € F, ao ((dol)od) =
{1,a,b,c} CF, butd ¢ F.

QO N N[O

Not every positive implicative weak hyper filter of a hyper BE-algebra is a weak
hyper filter in general.

Example 3.3. Consider H = {1,a,b} with the operation o given by the table:

‘ 1 a b
{1} {a} {o}
{1,b}  {1,a,b} {1,a}
{1, a,b} {a} {1, a,b}

Then (H,o,1) is a hyper BE-algebras [18]. Fasy to verify that F = {1,a} is a
positive implicative weak hyper filters of H, but it is not a weak hyper filter since
aob={l,a} CF and a € F whileb ¢ F.

> Q N[O

In what follows, we provide conditions that a positive implicative weak hyper
filter of a hyper BE-algebra becomes a weak hyper filter.
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Proposition 3.4. Suppose that F' is a o-reflexive hyper subalgebra of H. If F is a
positive implicative weak hyper filter, then F is a weak hyper filter.

Proof. Let v € F and x oy C F. It follows from 1 € y o1 that yo 1 N F # (). Since
F' is o-reflexive, we have y o1 C F. Combining that x oy C F and F is a hyper
subalgebra, it yields that z o ((yo1l)oy) = (yo1)o (xoy) C F. Noticing that
x € F and F is a positive implicative weak hyper filter, we can conclude that y € F'.
Therefore F' is a weak hyper filter. O

Example 3.5. Consider H = {1,a,b,c} in which o is defined by the table:
1 a b c

{La}  {a} {0} A{c}

{Lia} {Lia} {0}  {c}

{La} {l,a} {lLa} {c}

{1,a} {1l,a} {l,a} {1,a}

One can check that (H,o,1) is a hyper BE-algebra and F = {1,a,b} is a o-reflexive
hyper subalgebra of H. Moreover F is both a weak hyper filter and a positive im-
plicative weak hyper filter.

QO SN Q ~|O

Remark 3.6. (1) The conditions of Proposition 3.4 are not necessary in general.
In fact, in Example 3.2 (1) F = {1, a} is not o-reflexive since loa = {a,b} N F # ()
while 1 oa ¢ F, and also it is not a hyper subalgebra since 1 0a = {a,b} ¢ F.
However F' is both a weak hyper filter and a positive implicative weak hyper filter.

(2) The condition of the o-reflexivity from Proposition 3.4 is not necessary in
general. Consider the hyper BE-algebra from Example 3.2 (1). It can be verified that
F = {1} is a hyper subalgebra but it is not o-reflexive since aob = {1,a} N F # ()
while aob ¢ F. However F is both a weak hyper filter and a positive implicative
weak hyper filter.

(3) The condition of the hyper subalgebra in Proposition 3.4 is not necessary in
general. Suppose H = {1,a,b,c,d} and the operation o is given by the table:

1 a b c d

{t,d}  {a} {0} {c} {d}

{L.dy {L,d} {o}  {e¢} A{d}

{.d}  {a} A{Ld} A {d}

{.dy  {ay {0} {lLd} {d}

d|{l,dt {a} {0} {cp {Ld}

Then (H,o0,1) is a hyper BE-algebra [11]. One can verify that F' = {1,a} is not a
hyper subalgebra since a o a = {1,d} ¢ F. Moreover F is both a weak hyper filter
and a positive implicative weak hyper filter.

O S ~|O0
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Proposition 3.7. Suppose that H is a D-hyper (C-hyper) BE-algebra and F is a
o-reflexive nonempty subset of H. If ' is a positive implicative weak hyper filter of
H, then F is a weak hyper filter.

Proof. Let x € Fand zoy C F. Sincey € loy thenzoy Czo(loy)=1o(zxoy).
Considering that xoy C F and F' is o-reflexive, it follows from (1) of Proposition 2.7
that 1o(xoy) C F. That is, xo ((yoy)oy) = (yoy)o(zroy) C F (zo((yol)oy) =
(yol)o(zoy) C F). Again since x € F' and F' is a positive implicative weak hyper
filter, we can conclude that y € F'. It implies that F' is a weak hyper filter. O

Example 3.8. Suppose H = {a,b,1} and the operation o is given as follows:

1 a b
{1} {a} {0}
{1} {1t {o}
{1} {La} {1}

Then (H,o,1) is a CD-hyper BE-algebras [18] and F = {1,a} is a o-reflexive subset
of H. It is not difficult to verify that F' is both a weak hyper filter and a positive
implicative weak hyper filter.

S Q ~ | O

Remark 3.9. (1) The conditions of Proposition 3.7 are not necessary in general.
In fact, in Example 3.2 (1), H is neither a C-hyper BE-algebra nor a D-hyper BE-
algebra, and moreover G = {1,b} is not o-reflexive since boa = {1,a,b} NG #
can’t imply boa C G. However it can easily calculate that G = {1,b} is both a weak
hyper filter and a positive implicative weak hyper filter.

(2) The condition of the o-reflexivity in Proposition 3.7 is not necessary in gen-
eral. Consider H = {a,b, 1} with the operation o given as follows:

‘ 1 a b
{1} A{a0} {0}
{1} {La} {10}
{1} {Laob}p {1}

Then (H,o,1) is a C-hyper BE-algebras [18]. One can check that F = {1,a} is
both a weak hyper filter and a positive implicative weak hyper filters, but F is not
o-reflexive since aob = {1,b} NF # () while aob ¢ F.

(3) The condition of the C-hyper (D-hyper) BE-algebra in Proposition 3.7 is not
necessary in general. Consider Remark 3.6 (3), H is neither a C-hyper BE-algebra
nor a D-hyper BE-algebra. It is easily verified that F' = {1,d} is o-reflexive, and
moreover F' is both a weak hyper filter and a positive implicative weak hyper filter.

> Q N[O
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In general, not every weak hyper filter of a hyper BE-algebra is a positive im-
plicative weak hyper filter. Let us see the following example.

Example 3.10. Consider H = {1,a,b,c} and the operation o is given by the fol-
lowing table:

‘ 1 a b c
{1} {a} {0} {cd
{1} {1} {a} {b,¢}
{1 {1+ {1 {1}
{1} {1} {a} {1,b,¢}

Then (H,o,1) is a hyper BE-algebra [18]. It can be verified that F' = {1,a} is
a weak hyper filter, however it is not a positive implicative weak hyper filter since
ao((bol)ob)={a} CF anda € F whileb ¢ F.

O o ~|O0

The converse of Proposition 3.4 and Proposition 3.7 are not true in general and
see the following example.

Example 3.11. (1) Consider the hyper BE-algebra from Example 3.5. One can
check that F = {1,a} is a o-reflexive hyper subalgebra and moreover it is a weak hyper
filter, however, it is not a positive implicative weak hyper filter since 1o ((boc)ob) =
{1,a} CF and 1 € F whileb ¢ F.

(2) Suppose H = {1,a,b,c} and the operation o is given as the following table:

‘ 1 a b c
{1} {at {0} {c}
{1r {1 {1 {1}
{1} {a} {10} A{c}
{1} {a} {10} {1,0}

Then (H,o0,1) is a C-hyper BE-algebra [11]. It is routine to verify that F = {1,b}
is a o-reflexive subset and moreover it is a weak hyper filter. However, F is not a
positive implicative weak hyper filter since 1o ((coa)oc) = {1} C F and 1 € F while
c¢ F.

QO S Q ~|O0

In the following, we give characterizations of positive implicative weak hyper
filters in hyper BE-algebras. In the meanwhile, we find the conditions that weak
hyper filters of hyper BE-algebras become positive implicative weak hyper filters.

Theorem 3.12. Let F' be a o-reflexive weak hyper filter of H. Then the following
are equivalent:
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(1) F is a positive implicative weak hyper filter;
(2) (xoy)ox C F implies x € F for all x,y € H;
(3) z€ F and (xoy)o(zox) C F implyx € F for all z,y € H.

Proof. (1) = (2) Assume (1) holds and (x oy) ox C F for any x,y € H. Since
(xoy)ox Clo((xoy)ox), (xoy)ox C F and F is o-reflexive, it follows from
(1) of Proposition 2.7 that 1o ((x oy) o x) C F. Considering that 1 € F' and F is a
positive implicative weak hyper filter, we can obtain x € F', which shows (2).

(2) = (3) Assume that (2) holds and z € F, (xoy)o(zox) C F for any z,y € H.
Then zo ((xoy)ox) = (xoy)o(zox) C F. Since z € F and F is a weak hyper
filter, we have (z oy) oz C F and thus using (2) it follows that x € F', which shows
(3).

(3) = (1) Assume that (3) holds and x € F,zo((yoz)oy) C F for any =,y € H.
Then (yoz)o(xoy)=zo((yoz)oy) C F. Since x € F and hence from (3) we get
y € F. It proves that F' is a positive implicative weak hyper filter. O

Corollary 3.13. Let F' be a weak hyper filter of a R-hyper BE-algebra H. Then the
following are equivalent:

(1) F is a positive implicative weak hyper filter;

(2) (xoy)ox C F implies v € F for all x,y € H;

(3) ze F and (xoy)o(zox) CF implyx € F for all z,y € H.

Proof. According to Theorem 3.12, (2) = (3) and (3) = (1) are showed.

(1) = (2) Assume (1) holds and (zoy) ox C F for any z,y € H. Since H is a
R-hyper BE-algebra, it follows that 1o ((zxoy) ox) = (zoy)ox C F. Considering
that 1 € F and F' is a positive implicative weak hyper filter, we can obtain = € F,
which shows (2). O

4 Implicative weak hyper filters

In this section, we introduce implicative weak hyper filters in hyper BE-algebras,
and investigate the relationship between weak hyper filters and implicative weak hy-
per filters in hyper BE-algebras. Moreover we give a characterization of implicative
weak hyper filters.

Definition 4.1. A nonempty subset F' of H is said to be an implicative weak hyper
filter of H if it satisfies:

(1) 1 € Fy

(2) xo(yoz) CF andxoy C F implyxoz CF forall x,y,z € H.
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Example 4.2. (1) Consider the hyper BE-algebra H from (1) of Example 3.2. It
is easy to verify that F' = {1,a} is an implicative weak hyper filter of H;

(2) Consider the hyper BE-algebra H from (2) of Example 3.2. One can calculate
that F' = {1,a,b,c} is not an implicative weak hyper filter of H since 1o (aod) =
lob={b} CFandloa={a} CF butlod={d} L F.

An implicative weak hyper filter of a hyper BE-algebra may not be a weak hyper
filter and see the following example.

Example 4.3. Suppose H = {a,b, 1} in which the operation o is given below:

1 a b
{1} {a,b} {b}
{r,er {14 {1}
{.o} {1} {1}

Then (H,o,1) is a hyper BE-algebras [18]. One can check that F = {1,a} is an
implicative weak hyper filter, but it is not a weak hyper filter since aob = {1} C F
and a € F while b ¢ F.

> Q ~N| O

In what follows, we give some conditions that an implicative weak hyper filter
of a hyper BE-algebra becomes a weak hyper filter.

Proposition 4.4. Suppose that F is a o-reflexive nonempty subset of H. If F' is an
implicative weak hyper filter of H, then F is a weak hyper filter.

Proof. Let x,y € H such that x € F,zoy C F. Since z € lox and zoy C lo(zoy),
then lozNF # () and 1o (x oy) N F # (. Again since F is o-reflexive, we have
lox C Fand 1o (xoy) C F. Considering that F' is a positive implicative weak
hyper filter, it follows that y € 1oy C F and thus y € F. Therefore F' is a weak
hyper filter. O

Example 4.5. Consider the hyper BE-algebra from Example 3.5. One can calculate
that F' = {1,a} is o-reflexive and furthermore F is both a weak hyper filter and an
implicative weak hyper filter.

Remark 4.6. (1) The condition of the o-reflexivity in Proposition 4.4 is not neces-
sary in general. Consider (1) of Example 4.2 one can check that F = {1,a} is both
a weak hyper filter and an implicative weak hyper filter, but it is not o-reflexive since
loanNF # 0 whileloa = {a,b} CF.

(2) The converse of Proposition 4.4 may not be true. Consider H ={1,a,b,c,d,e}]
and the operation o is given by the table:

364



SOME TYPES OF WEAK HYPER FILTERS IN HYPER BE-ALGEBRAS

1 a b c d e
{l,ed A{a} {0} {c} A{d} {e}
{Le} {Let A{a} {lLc} {c {d}
{l,e {L,c} {lL¢¢ {lL¢¢ At A}
{Le} {a} {0} {lLc} {a} {0}
{l,a {l,c} A{a} {1, {lL¢} {a}
{1,¢} {1,¢} {1l,¢} {1l,¢} {l,¢} {1,¢}

Then (H,o,1) is a hyper BE-algebra [11] and F = {1,c} is a o-reflexive subset.
Routine calculation shows that F is a weak hyper filter, but it is not an implicative
weak hyper filter since do (aob) =doa={1l,c} CF and doa = {1,c} C F while
dob={a} ¢ F.

QO 9 ~|O

Proposition 4.7. Suppose that F' is a nonempty subset of a R-hyper BE-algebra
H. If I is an implicative weak hyper filter, then F' is a weak hyper filter.

Proof. Let x,y € H such that x € F,z oy C F. Since H is a R-hyper BE-algebra,
then lox ={z} C Fand 1o (zoy) =z oy C F. Considering that F is a positive
implicative weak hyper filter, it follows that {y} = 1oy C F and thus y € F.
Therefore F' is a weak hyper filter. O

Example 4.8. Consider the R-hyper BE-algebra from Example 3.3, it can be checked
that F' = {1,b} is both a weak hyper filter and an implicative weak hyper filter.

Note that the condition of the R-hyper BE-algebra in Proposition 4.7 is not nec-
essary in general and one can see Example 4.6. Moreover the converse of Proposition
4.7 may not be true and see the following example.

Example 4.9. Consider the R-hyper BE-algebra from Example 3.10. One can check
that F' = {1} is a weak hyper filter, but it is not an implicative weak hyper filter since
ao(aob) CF andaoa C F whileaob={a} ¢ F.

A weak hyper filter of a hyper BE-algebra may not be an implicative weak
hyper filter and one can see Remark 4.6 (2) and Example 4.9. In what follows, we
present some conditions that a weak hyper filter of a hyper BE-algebra becomes an
implicative weak hyper filter. First, we introduce the concept of distributive and
left-transitive hyper BE-algebras which will be used.

Definition 4.10. A hyper BE-algebra H is said to be
(1) distributive if x o (yo z) < (xoy)o(zoz) forall z,y,z € H;
(2) left-transitive if yo z < (xoy) o (xoz) for all z,y,z € H.
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Example 4.11. (1) Consider H = {a,b,1} in which the operation o is given as
follows:

‘ 1 a b
{1} {a} {0}
{1} {Lab} {b}
{1} A{a0} {L,0}

Then (H,o,1) is a hyper BE-algebra[18] and moreover we can check that H is dis-
tributive.

(2) Consider the hyper BE-algebra from Exzample 3.3 one can calculate that H
is left-transitive.

> Q N[O

Theorem 4.12. Suppose that H is a distributive hyper BE-algebra and F is a o-
reflexive nonempty subset of H. If F' is a weak hyper filter, then F' is an implicative
weak hyper filter.

Proof. Let xo(yoz) C Fand x oy C F. Since H is distributive then z o (y o z) <
(xoy)o(xoz). It follows from (3) of Proposition 2.8 that (zoy)o (zoz)NF # 0.
Since x oy C F then there are a € x oy C F,b € x o z such that aobN F # (.
Considering that F' is o-reflexive we have a o b C F. Again since F' is a weak hyper
filter, we get b € F. Thus x o 2N F # () and so z 0 z C F. It shows that F is an
implicative weak hyper filter. O

Example 4.13. Consider the hyper BE-algebra H from Example 3.8. It can be
checked that H is distributive and F = {1,a} is o-reflexive. Moreover F is both a
weak hyper filter and an implicative weak hyper filter.

Corollary 4.14. Suppose that H is a distributive hyper BE-algebra and F' is a o-
reflexive nonempty subset of H. Then F is an implicative weak hyper filter if and
only if F is a weak hyper filter.

Proof. By Proposition 4.4 and Theorem 4.12. O
In the following, we deliver the ways to determine implicative weak hyper filters.

Theorem 4.15. Suppose that H is a left-transitive hyper BE-algebra and F is a
o-reflexive weak hyper filter of H. If zo (yo (yoxz))NFE # 0 and z € F imply
yox NF #0 for all z,y € H, then F is an implicative weak hyper filter of H.

Proof. Let zo(yoz) C Fand xoy C F. Then xo(yoz)NF # (. Since H
is left-transitive then z o (yoz) = yo(xoz) < (zoy)o(xo(roz)). By (3) of
Proposition 2.8 (zxoy)o (zo(zxoz))NF # 0. By zoy C F it yields that there
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isa € zoy C F such that ao (zo(xoz))NF # (. By the assumption, we can
obtain that z o 2N F # (). As F is o-reflexive we get 2 0 2 C F. Therefore F is an
implicative weak hyper filter. O

By the proof of Theorem 4.15, we have the following result immediately.

Corollary 4.16. Suppose that H is a left-transitive hyper BE-algebra and F' is a
o-reflexive weak hyper filter of H. If zo(yo(yoxz))NF # 0 and z € F imply
yox CF forall x,y € H, then F is an implicative weak hyper filter.

In what follows, we deliver a characterization of implicative weak hyper filters.

Theorem 4.17. Suppose that F' is a subset containing 1 of a C-hyper BE-algebra
H. Then the following are equivalent:

(1) F is an implicative weak hyper filter;

(2) For everya € H, F, ={x € H :aox C F} is a weak hyper filter.

Proof. (1) = (2) Firstly, since H is a C-hyper BE-algebra, then ao1 = {1} C F
and so 1 € Fj,. Assume that (1) holds. Let z oy C F, and = € F, for any z,y € H.
Then ao (zoy) C Fand aox C F. Since F is an implicative weak hyper filter, we
have a oy C F, namely, y € F,. Therefore F, is a weak hyper filter.

(2) = (1) By hypothesis, 1 € F. Assume that (2) holds. Let z o (yoz) C F and
xoy C F for any x,y,2 € H. Then yoz C F, and y € F;. Since F}; is a weak hyper
filter, we can obtain z € F,, namely, x o 2 C F. Therefore F' is an implicative weak
hyper filter. O

5 Obstinate weak hyper filters

In this section, we introduce obstinate weak hyper filters in hyper BE-algebras,
and mainly discuss the relationships among obstinate weak hyper filters, positive
implicative weak hyper filters and maximal weak hyper filters in hyper BE-algebras.

Definition 5.1. A weak hyper filter ' is said to be an obstinate weak hyper filter
of H if x,y ¢ F impliesxoy CF andyox C F for all z,y € H.

Example 5.2. Consider Remark 3.9 (2) one can check that F = {1,a} is an ob-
stinate weak hyper filter and G = {1} is not an obstinate weak hyper filter since
a,b¢ F butaob={1,b} ¢ F.

In general, not every positive implicative weak hyper filter of a hyper BE-algebra
is an obstinate weak hyper filter and vice versa.
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Example 5.3. (1) Consider Remark 3.6 (3) F = {1,a} is both a weak hyper filter
and a positive implicative weak hyper filter of H, but it is not an obstinate weak
hyper filter of H since boc = {c} € F whence b,c ¢ F.

(2) Consider H = {a,b,1} and the operation o is given as follows:

‘ 1 a b
{1} {a} {0}
{1} {La} {1,0}
{1 {er {y
Then one can check (H,o,1) is a hyper BE-algebras and F = {1,a} is an obstinate

weak hyper filter of H, but it is not a positive implicative weak hyper filter of H since
a€F andao((boa)ob)={1} C F whileb ¢ F.

> Q N[O

The following theorem provides a condition that an obstinate weak hyper filter
becomes a positive implicative weak hyper filter.

Theorem 5.4. Suppose that F' is a o-reflexive nonempty subset of H. If F is an
obstinate weak hyper filter of H, then F is a positive implicative weak hyper filter.

Proof. Let x,y € H such that (xoy)ox C F. If z ¢ F, we discuss the following two
cases:

Case 1. If y € F, it follows from y < xoy that xoyNF # (). As F is o-reflexive,
we have z oy C F. Combing that (x oy)ox C F and F is a weak hyper filter, it
yields that x € F', a contradiction.

Case 2. If y ¢ F, then x oy C F as F' is an obstinate weak hyper filter. Similar
to the proof of Case 1, we can deduce that x € F, a contradiction.

Therefore x € F and by Theorem 3.12 F' is a positive implicative weak hyper
filter. O

Example 5.5. In Example 3.5 F = {1,a,b} is a o-reflexive positive implicative
weak hyper filter of H. One can calculate that F is also an obstinate weak hyper
filter of H.

Remark 5.6. (1) The condition of the o-reflexivity from Theorem 5.4 is not neces-
sary in general. Consider Example 3.8, it is not difficult to verify that F = {1,b} is
both a positive implicative weak hyper filter and an obstinate weak hyper filter, but
it is not o-reflexive since boa N F # 0 while boa = {1,a} ¢ F.

(2) The converse of Theorem 5.4 may not be true. Consider Remark 3.6 (3)
it can calculate that F = {1,d} is a o-reflexive subset of H and moreover F is a
positive implicative weak hyper filter of H, but it is not an obstinate weak hyper filter
since a,b ¢ F while aob={b} L F.
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In what follows, we introduce the concept of maximal weak hyper filters in hyper
BE-algebras in order to explore the relationship between obstinate weak hyper filters
and maximal weak hyper filters.

Definition 5.7. A proper weak hyper filter of H is said to be maximal if it is not a
proper subset of any proper weak hyper filter of H.

Consider Example 3.2 (1) it is easy to verify that F' = {1,a} is a maximal weak
hyper filter of H. In what follows, we deliver a characterization of maximal weak
hyper filter of H.

Theorem 5.8. Suppose that F is a proper weak hyper filter of H. Then the following
are equivalent:

(1) F is a mazimal weak hyper filter;

(2) H = (FU{z}|, where x ¢ F for any x € H.

Proof. (1) = (2) Assume that F'is a maximal weak hyper filter. Then F' C (FU{z}]
and F' # (F U {z}]. By use of z ¢ F and the maximality of F' we can get that
H = (FU{z}].

(2) = (1) Assume that G is a proper weak hyper filter of H such that F' C G and
F # G. Then there exists z € G but x ¢ F. By (2) we can conclude H = (FU{z}].
Since (F U {z}] C G it yields that G = H. This shows that F' is a maximal weak
hyper filter. O

Theorem 5.9. Suppose that H is a distributive hyper BE-algebra and F is a o-
reflexive weak hyper filter of H. Then for any a € H,

(1) F,={x € H:aox C F} is a weak hyper filter of H;

(2) F, = (FU{a}], namely, F, is a weak hyper filter of H which is generated by
F and a.

Proof. (1) Applying 1 € ao1 we have ao 1N F # () and hence ao1 C F. It results
inlée€ F,. Nowlet x € F, and x oy C F, for any x,y € H. Then ao (zoy) C F
and a oz C F. Again since H is distributive, we have ao (zoy) < (aoz)o (aoy).
Since F' is a o-reflexive weak hyper filter, from (1) and (3) of Proposition 2.8 we can
obtain a oy C F and thus y € Fy. It shows that F, is a weak hyper filter.

(2) Since 1 € aoa then aoaNF # () and so aoca C F. Hence a € F,,. Let z € F.
Since z < aox and F is a o-reflexive weak hyper filter, from (1) of Proposition 2.8
we have a ox N F # () and further aox C F. Thus z € F, and so FF C F,. Now
assume that G is a weak hyper filter of H containing F' and a. Let = € F,. Then
aox C F and hence aox C G. Since a € G it follows that x € G and thus F, C G.
Therefore F, = (F'U {a}]. O

369



YANG, L1 AND GaO

Applying Theorem 5.9 we can deliver the following result.

Theorem 5.10. Suppose that H is a distributive hyper BE-algebra and F is a o-
reflexive nonempty subset of H. Then the following are equivalent:

(1) F is an obstinate weak hyper filter;

(2) F is a mazimal weak hyper filter.

Proof. (1) = (2) Assume that (1) holds and G is a weak hyper filter such that
F C G. Then there are x € G,z ¢ F such that (FU{z}] C G. Let y be an arbitrary
element of H. If y € F then y € (FU{z}] CG. If y ¢ F then as x ¢ F and F' is an
obstinate weak hyper filter, we have x oy C F'. By Theorem 5.9 y € (F' U {z}] and
so H = (F U{x}]. Further G = H and therefore F' is a maximal weak hyper filter.

(2) = (1) Assume that F' is a maximal weak hyper filter of H. Let z,y € H such
that z,y ¢ F. Then H = (FU{x}]. According to Theorem 5.9 H = (FU{z}| = F},
and hence y € F,. It follows that z oy C F. Similarly we can get yox C F.
Therefore F' is an obstinate weak hyper filter. O

The following results charify the relationship among obstinate weak hyper filters,
maximal weak hyper filters, positive weak hyper filters and implicative weak hyper
filters in hyper BE-algebras.

Theorem 5.11. Suppose that H is a distributive hyper BE-algebra and F is a o-
reflexive hyper subalgebra of H. Then the following are equivalent:

(1) F is a mazimal and positive implicative weak hyper filter;

(2) F is a mazimal and implicative weak hyper filter;

(3) F is an obstinate weak hyper filter.

Proof. (1) = (2) Assume that F' is positive implicative weak hyper filter. Then
by Proposition 3.4 F is a weak hyper filter. Let 2z 0 (yoz2) C F and zoy C F.
Since z o (yoz) < (zxoy)o (zoz), it follows from (3) of Proposition 2.8 that
(roy)o(roz)NF #(. Combing that x oy C F, we have z 0 2N F # () and hence
x oz C F. It implies that F' is an implicative weak hyper filter.

(2) = (3) It can be seen by Theorem 5.10.

(3) = (1) Assume that F' is an obstinate hyper filter of H. Then by Theorem
5.10 we know that F' is a maximal weak hyper filter of H. Again using Theorem 5.4
we can get that F' is a positive implicative weak hyper filter. Therefore (1) holds. [

Assume that F is a positive implicative weak hyper filter of H. It follows from
Proposition 3.7 that F' is a weak hyper filter. Based on this fact, similar to the proof
of Theorem 5.11 the following corollary can be acquired immediately.
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Corollary 5.12. Suppose that H is a distributive D-hyper (C-hyper) BE-algebra
and F is a o-reflexive nonempty subset of H. Then the following are equivalent:
(1) F is a mazimal and positive implicative weak hyper filter;
(2) F is a mazimal and implicative weak hyper filter;
(3) F is an obstinate weak hyper filter.

Under the conditions of Theorem 5.11 or Corollary 5.12, we give a diagram
to summary the relationships among different types of weak hyper filters in hyper
BE-algebras. For simplicity, we’ll abbreviate maximal weak hyper filters, obstinate
weak hyper filters, positive implicative weak hyper filters and implicative weak hyper
filters as MF, OF, PIF and IF, respectively.

MF —— PIF

| ]

OF ——1IF

6 Conclusions

Hyper BE-algebras are a generalization of dual hyper BCK-algebras and dual
hyper K-algebras. Correspondingly, as a generalization of dual weak hyper ideals in
dual hyper BCK-algebras and dual hyper K-algebras, in this paper, we introduce and
investigate several types of weak hyper filters in hyper BE-algebras and giving some
equivalent characterizations of them especially. Meanwhile, we obtain the relevant
theorems that (positive) implicative weak hyper filters become weak hyper filters
and find the appropriate conditions of these theorems. Furthermore, we get some
important conclusions that state the relationships between maximal weak hyper
filters, positive implicative weak hyper filters and obstinate weak hyper filters. On
the basis of this study, we can consider fuzzy weak hyper filters and the relations
among them, and furthermore investigate the falling shadow theory in hyper BE-
algebras, for example, the relationship between falling fuzzy weak hyper filters and
falling fuzzy implicative weak hyper filters.
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